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Abstract

This paper studies the effects of bank failure on firm performance. We collect 36 million
loan records to build a novel dataset on the credit relationships of 1.8 million US firms, pre-
dominantly composed of small and medium-sized enterprises (SMEs). We then implement
a staggered treatment difference-in-differences estimation strategy using 179 bank failures
from 1990 to 2023 to estimate the impact of bank failure on firm-level survival and employ-
ment growth. Although the US regulatory framework resolves failed banks through forced
acquisitions by healthier institutions—a process designed to minimize disruption—we find
substantial negative effects. Firms with a credit relationship to a bank that subsequently
fails are 6.7 percentage points (44.3%) more likely to fail themselves within five years, while
surviving firms exhibit 25% lower employment growth compared to those banking with
non-failed institutions. These impacts persist for more than 10 years, are evident during
both crisis and non-crisis periods, and are strongest among very small firms—a firm size
segment that we are the first to study in this context. Our estimated effects are further
supported by two natural experiments. Surprisingly, we also observe that a small subset of
bank failures had positive effects on firm outcomes, suggesting that, in some cases, bank
failure can be fortuitous for affected firms. Overall, our findings suggest that bank fail-
ures exert a substantially larger influence on the real economy than previously recognized,
possibly requiring a re-evaluation of current regulatory approaches to managing such events.
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1 Introduction

A fundamental question in macroeconomics is how shocks to the financial sector propagate

to the real economy. Periods of heightened financial distress have historically coincided with

severe economic downturns—ranging from the Great Depression to the Global Financial Crisis

(GFC)—raising an important question: do disruptions in the financial sector merely reflect

underlying weakness in the broader economy, or do they actively contribute to economic decline?

The recent high-profile collapses of Silicon Valley Bank and First Republic Bank in the United

States (US) have brought renewed attention to understanding the extent to which financial sector

distress transmits to the real economy.

This paper provides new evidence on how financial shocks affect the real economy by examining

the impact of bank failures on small businesses. Small businesses serve as a crucial transmission

channel between bank distress and the real economy, as they face unique financial constraints

that make them particularly vulnerable to banking disruptions. Unlike larger firms, small busi-

nesses cannot access market-based financing through equity or bond markets, making them

heavily dependent on bank credit for funding (Cole and Wolken 1996; Berger and Udell 1998;

Robb and Robinson 2014). This dependence is compounded by small businesses typically relying

on a single bank for credit (Petersen and Rajan 1994) and the substantial costs they face when

attempting to switch their banking relationship from one bank to another (Petersen and Rajan

1994; Berger and Udell 1995; Cole 1998; Elsas and Krahnen 1998; Drexler and Schoar 2014).

The prevalence and economic significance of small businesses makes them a critical component

for understanding how financial shocks affect the broader economy. In the US, firms with

fewer than 100 employees account for over 98% of employer firms and more than one-third

of private sector employment.1 These businesses are key drivers of job creation, innovation,

and economic growth in both developed and developing economies (Acs and Audretsch 1988;

Cohen and Klepper 1996; Baumol 2004; Neumark, Wall, and Zhang 2011; Haltiwanger, Jarmin,

and Miranda 2013; Ayyagari, Demirguc-Kunt, and Maksimovic 2011). Yet, despite the central role

that small businesses play in the economy, our understanding of how firms weather financial

disruptions—in particular the failure of banks—has been limited to larger firms (see e.g. Slovin,

Sushka, and Polonchek (1993), Brewer, et al. (2003), Minamihashi (2011), Giannetti and Simonov

(2013)).

The real effects of bank failures on small business borrowers are not obvious ex ante. One view,

articulated by Fama (1980), argues that bank failures should have limited effects on firms: in a

1See the US Census 2021 SUSB Annual Data Tables by Establishment Industry for detailed breakdowns.
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competitive banking system with well-functioning markets, firms should be able to seamlessly

switch to other banks. Moreover, the failed bank resolution process—generally executed by the

Federal Deposit Insurance Company (FDIC) forcing an acquisition of the struggling bank by a

better-capitalized bank—aims to seamlessly transfer borrowers’ loans to healthier institutions.

In practice, several factors can make these transitions highly disruptive for small businesses. For

example, bank acquisitions trigger branch closures (Nguyen 2019; Vij 2020), which disrupt firm-

bank relationships and potentially destroy the “soft information”—such as detailed knowledge of

the business owner’s character, local market conditions, and community relationships—that loan

officers accumulate over time and that are critical for small businesses and banks to overcome

information asymmetries.2 Whether the benefits of being matched with a healthier lender

through the FDIC’s resolution process outweigh the costs of disrupted lending relationships

is ultimately an empirical question—one that is crucial both for understanding how financial

sector distress propagates to the real economy and for evaluating the effectiveness of current

bank resolution practices.

Studying how bank failures affect small businesses has traditionally been difficult because of

a lack of loan-level data for smaller US firms. To overcome this challenge, we collect and pro-

cess new data spanning 36 million loan documents from 1990 to 2023. We also develop and

implement a novel approach to link these documents to firm-level microdata. This approach

combines two key components: First, we employ modern text embedding models—neural net-

works trained on vast text corpora—to transform unique business names into high-dimensional

vectors that capture semantic relationships. This technology allows us to match businesses even

when their trading names differ from their legal registered names (i.e. matching “BoA” to “Bank

of America”) and handles variations in spelling and corporate suffixes (e.g. “Corp.” vs. “Corpora-

tion”). Second, we geocode over 73 million unique addresses to augment the name matching

with geographic information. We then use machine learning techniques to optimally combine

name similarity and location proximity to predict match probability. The resulting dataset is, to

the best of our knowledge, the most comprehensive dataset of firm-bank relationships for the

small business segment in the US.3 By analyzing these data and studying 179 bank failures, we

examine the impact of bank failure on small business survival and employment growth. The

large number of bank failures in our sample allows us to explore how specific aspects of a bank’s

2For empirical evidence documenting the important role that long-term relationships between firms and banks
play in the extension of credit to smaller firms, see e.g. Berger and Udell (1995), Petersen and Rajan (1994), and
Petersen and Rajan (1995). The importance of these long-term relationships in propagating aggregate shocks is
explored in den Haan, Ramey, and Watson (2003).

3In Appendix A.3 we provide a more detailed comparison of our dataset to other datasets commonly relied on in the
literature that studies the firm-level effects of financial shocks. These datasets include Dealscan, FR Y-14, and the
Shared National Credit (SNC) data.
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collapse—e.g. regional or industry concentration—can worsen the effects of bank failure on

firms.

Our headline finding is that firms with pre-existing relationships to banks that later failed typically

experience large and lasting negative consequences. Compared to businesses that source credit

from non-failing banks, a business that gets credit from a bank that fails is 3 percentage points

more likely to cease operating within one year of the bank failure. This represents a 46.3%

increase in the likelihood of business failure. These negative effects persist and grow over time

such that five years after a bank failure, treated firms are 6.7 percentage points more likely to

have ceased operations. Even a decade after the bank failure, treated firms show a 7.9 percentage

point higher failure rate. The persisting and long-lasting impact of bank failures is a novel finding

of this research, made possible by our analysis of three decades of bank failures.

Importantly, the magnitude and persistence of these effects suggest that bank failures do not

merely accelerate the exit of already vulnerable firms. If that were the case, we would expect to

see a sharp initial increase in failures among treated firms, followed by a convergence in survival

rates between treated and untreated firms over time. Instead, the persisting gap in survival rates

over 5 and 10 years indicates a scarring, long-lasting negative impact on firm viability. This

pattern implies that bank failures create enduring challenges for small businesses, affecting even

those firms that initially weathered the shock, and potentially altering their long-term growth

trajectories and survival prospects.

Another notable finding in this paper is that the magnitude and time profile of our estimated

effects are similar both for bank failures during and after the 2008 US financial crisis, suggesting

that the mechanisms through which bank failures harm small businesses operate similarly in

both crisis and non-crisis periods. This provides external validity for a number of studies which

leverage the 2008 US financial crisis to study the firm-level effects of financial shocks (Almeida,

et al. 2012; Chodorow-Reich 2014; Paravisini, et al. 2015; Huber 2018; Bentolila, Jansen, and

Jiménez 2018; Berton, et al. 2018). Understanding these channels outside of crisis times is crucial

for designing effective bank resolution policies, particularly given that bank failures often occur

during non-crisis periods, such as the high-profile bank failures in the US during 2023.4

Another key finding in this paper is that we find a very clear size gradient among our already

relatively small firms. We find that firms in the bottom tercile of by employment (median: 2

employees) see a two-fold higher negative impact on survival post-failure, compared to firms

4Silicon Valley Bank, First Republic, and Signature Bank were the 14th, 16th, and 29th largest banks in the US at the
time of failure Federal Reserve (2022b). Their combined assets totaled $532 billion, more than the combined $526
billion of assets (adjusted for inflation) held by the 25 banks that failed in 2008, at the height of the Global Financial
Crisis Russell and Zhang (2023).
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in the top tercile (median: 12 employees). This highlights the important role that firm size—a

predictor of larger credit constraints due to more severe information frictions—plays in shaping

the firm-level effects of a bank shock.

While bank failures have significant negative effects on firm survival on average, this masks

substantial heterogeneity across different bank failures. When we estimate the effect of each

bank failure separately, we find that the impact on 5-year firm survival rates ranges from a 23

percentage point reduction to an 11 percentage point improvement in firm survival probabilities.

Rather than clustering into distinct “good” and “bad” failures, the effects follow a nearly linear

gradient, suggesting that multiple characteristics of bank failures combine to determine the net

impact on firm outcomes. When comparing the magnitude of effects across the distribution,

we find a striking pattern: not only are the majority of bank failures damaging to firm survival,

but the negative effects among the most damaging failures (up to 23 percentage points) are

substantially larger than the positive effects observed among the minority of least damaging ones

(up to 11 percentage points). This suggests that while good resolution processes can help firms,

the potential for damage from poor resolutions is considerably larger. Our finding of substantial

variation in how bank failures affect borrowers allows us to identify which characteristics of

failures and resolution processes are most damaging to firms. These results have important

implications for bank regulation and resolution policy: they suggest that regulators can poten-

tially minimize the real economic damage of bank failures by targeting specific features of the

resolution process.

We also find that the negative consequences of bank failures extend beyond firm survival, sig-

nificantly affecting employment growth for the firms that remain operational after their bank

fails. From the year before the bank failure to the third year after the bank failure, firms that had

a banking relationship with the failed bank experience 2.5 percentage point lower employment

growth compared to firms banking with non-failed banks. This translates to a substantial 22.5%

reduction in growth relative to unaffected firms. The employment effects are not only severe

but also persistent. Five years post-failure, the gap in employment growth is 3.7 percentage

points, representing a 224.8% lower growth rate. Even a decade after the bank failure, affected

firms still lag behind, with employment growth 6 percentage points (or 29.1%) lower than their

counterparts. Importantly, we find no evidence of accelerated hiring among affected firms

within the 10-year period of our analysis, suggesting that the initial shock to employment growth

rates is not offset by subsequent catch-up growth. These findings underscore that bank failures

inflict lasting damage on firm-level employment growth, extending well beyond the immediate

aftermath of the failure and affect even those businesses resilient enough to survive the initial

shock.

4



To identify the impact of bank failures on small business outcomes, we employ a staggered local

projection difference-in-differences (DiD) estimation strategy (Dube, et al. 2024), comparing the

outcome trajectories of firms affected by bank failures with those of similar firms that were not.

We take several steps to address identification concerns. First, to account for region-specific or

industry-specific shocks that might simultaneously affect bank failures and firm outcomes, we

include a rich set of county-by-year-by-industry fixed effects. Second, to address concerns that

firms might anticipate bank failures and switch lenders, or that poor firm performance might

drive bank failures, we conduct extensive analyses of pre-failure firm behavior and bank health.

These analyses draw on regulatory post-mortem reports, bank Call Report data, and detailed firm

switching patterns, all of which suggest that corporate loan losses were not a significant driver of

bank failures and that firms did not systematically switch banks before failure. Third, to address

potential sorting of healthier firms away from—and weaker firms into—soon-to-fail banks, we

adopt a conservative definition of treated firms that includes only those with relationships

established at least three years before failure. By maintaining a firm’s treated status even if it

switched to a healthy bank before failure, while excluding firms that started new relationships

with the soon-to-fail bank in its final years, this approach eliminates bias from strategic firm

sorting and produces a lower-bound estimate. Finally, we complement our main analysis by

exploiting two natural experiments where bank failures were plausibly exogenous to borrower

health: the forced closure of Park National Bank and Citizens National Bank via the FDIC’s

cross-guarantee powers, and the abrupt failure of Colonial Bank following the discovery of a

large-scale mortgage lending fraud scheme.

Related literature: The effects of financial shocks on the real economy have been studied at

various levels of aggregation, from country-level analyses (Bernanke 1983; Cardarelli, Elekdag,

and Lall 2011) to examinations of regional outcomes (Peek and Rosengren 2000; Ashcraft 2005;

Kandrac 2014; Greenstone, Mas, and Nguyen 2020). Our analysis complements this broader

literature by providing direct evidence on the firm-level mechanisms through which bank failures

propagate to real economic activity. Within the firm-level literature specifically, our paper makes

four distinct contributions.

First, our focus on the smallest firms in the economy—including non-employer firms—alongside

our analysis of smaller banks marks a significant departure from the existing literature, which

primarily examines publicly-traded firms or large private firms borrowing from major banks.

The median firm in our data has just three employees and the median bank has $367 million in

assets—approximately one-seventh the size of the average FDIC-insured bank and well below
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the $10 billion threshold commonly used to define “small banks” in US regulatory frameworks.5

In contrast, important contributions to the literature on the real firm-level effects of financial

shocks—Chodorow-Reich (2014) and Huber (2018)—study not only much larger firms (with

median employment of 620 and 132 respectively) but also focus on large banks. Chodorow-Reich

(2014) examines lending through the syndicated loan market dominated by large banks, while

Huber (2018) studies a shock to Commerzbank, one of Germany’s largest banks. Other influential

studies of financial shocks—such as Gan (2007), Almeida, et al. (2012), Amiti and Weinstein

(2011), and Paravisini, et al. (2015)—likewise focus on larger firms. While Khwaja and Mian

(2008) and Schnabl (2012) include smaller firms in their analysis, their datasets restrict them to

examining how bank shocks affect firm borrowing, whereas our data allow us to examine real

firm-level outcomes such as employment and survival. Similarly, while Berton, et al. (2018) study

small firms borrowing from small banks, they examine credit supply shocks rather than bank

failures, which represent disruptions to both the availability of credit as well as the firm-bank

relationship. Bentolila, Jansen, and Jiménez (2018) analyze how bank bailouts affect firm-level

employment during the Spanish financial crisis, but also focus on relatively large banks—their

sample of bailed-out banks are 15 times larger than the average Spanish bank. Other evidence

specifically on the firm-level effects of bank failure or bailouts comes from studies of large,

publicly-traded firms (Slovin, Sushka, and Polonchek 1993; Brewer, et al. 2003; Minamihashi

2011; Giannetti and Simonov 2013).

Secondly, we provide evidence on how financial shocks affect firms outside of crisis periods, in

contrast to the existing literature which draws primarily from major financial crises such as the

Global Financial Crisis (Almeida, et al. 2012; Chodorow-Reich 2014; Paravisini, et al. 2015; Huber

2018; Bentolila, Jansen, and Jiménez 2018; Berton, et al. 2018), Japan’s 1990s asset price collapse

(Brewer, et al. 2003; Gan 2007; Amiti and Weinstein 2011), or the 1988-1991 Norwegian banking

crisis (Ongena, Smith, and Michalsen 2003). Understanding how financial shocks affect firms

outside of crises is crucial, as their transmission may differ when many firms face simultaneous

distress and limited alternative funding sources. While we find that the effects are similarly severe

in both crisis and non-crisis periods, evidence from non-crisis periods remains essential for

designing effective bank resolution policies, particularly given that bank failures occur regularly

outside of crises.

Thirdly, we complement the existing literature by analyzing how the effects vary across 179

bank failures, in contrast to previous studies that focus on shocks emanating from single institu-

tions such as Continental Illinois Bank (Slovin, Sushka, and Polonchek 1993), Lehman Brothers

5Average bank size for FDIC-insured banks obtained from the FDIC’s Quarterly Banking Profile historical data.
Average calculated from 2004 through 2023.
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(Chodorow-Reich 2014), or Commerzbank (Huber 2018).The large number of bank failures cov-

ered by our data allows us to identify specific features of bank failures that amplify or attenuate

their impact on borrowers.

Fourthly, the long time span and comprehensive nature of our data enable us to chart the full

dynamic path of bank failure effects. While data limitations have typically restricted previous

studies to estimating average effects over a fixed post-treatment window (Bentolila, Jansen, and

Jiménez 2018; Huber 2018; Chodorow-Reich 2014), we are able to estimate separate effects for

each year following bank failure for up to a decade. This year-by-year estimation reveals how the

impact of bank failures evolves over time, rather than providing just an average post-treatment

effect.

The evidence in this paper also contributes to the literature on banking relationships. A sub-

stantial literature establishes that relationships help overcome information asymmetries and

moral hazard problems (Jaffee and Stiglitz 1990), generating benefits for small firms through

better loan terms (Berger and Udell 1995), improved credit access (Petersen and Rajan 1994; Cole

1998), and liquidity insurance (Elsas and Krahnen 1998; Agarwal and Hauswald 2010; Drexler and

Schoar 2014). These benefits are particularly pronounced for small firms borrowing from small

banks, which Berger, et al. (2005) shows rely more heavily on ’soft’ information gathered through

personal contact. While this literature extensively documents the value of banking relationships,

we provide comprehensive evidence on the costs firms bear when these relationships are severed

through bank failure.

The remainder of this paper is organized as follows. Section 2 discusses the institutional back-

ground of US bank failures. Section 3 describes our data and record linkage process. Section 4

presents descriptive statistics. Section 5 outlines our empirical strategy and discusses identifica-

tion. Section 6 presents our main results on how bank failures affect firm survival and growth,

and Section 7 concludes with implications for bank regulation and resolution policy.

2 Background on bank failure and small business lending

Understanding the institutional framework of bank failures and small business lending in the

United States is crucial for our empirical analysis. This section outlines key features of bank

failure regulation and resolution, describes the mechanisms through which bank failures affect

small business borrowers and discusses how these institutional features inform our identifica-

tion strategy. The section concludes by connecting these institutional details to our empirical

approach in Section 5.
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Prevalence and patterns of bank failure: Bank failures are remarkably common in the United

States—nearly three thousand FDIC-insured banks have failed since 1980, with peaks of 530 and

157 annual failures during the Savings & Loans Crisis and Global Financial Crisis respectively

(FDIC 2024; Hoggarth, Reis, and Saporta 2002). During the 2007-2011 financial crisis period,

approximately 5% of banks, weighted by total asset, failed.6 While bank failures tend to cluster

during periods of financial crisis and economic downturns, significant failures occur in normal

times too: in 2023, Silicon Valley Bank, First Republic, and Signature Bank failed, together

accounting for over $500 billion in assets (Federal Reserve 2022a).7

Bank failures disproportionately affect smaller banks, which are the primary source of credit

for small businesses (Berger, Kashyap, and Scalise 1995; Berger, et al. 1998; Peek and Rosengren

1998). During the Global Financial Crisis, the average failed bank was one-third the size of the

average FDIC-insured bank, and banks under $10 billion in assets account for 42.5% of small

business loans despite holding only 28% of total bank assets (Aibangbee 2022). This relationship

is particularly important as small businesses heavily depend on bank credit for funding, being

unable to access market-based financing through equity or bond markets (Cole and Wolken

1996; Berger and Udell 1998; Robb and Robinson 2014).

The US bank resolution process: The bank failure and resolution process begins when regu-

lators determine a bank is critically undercapitalized or insolvent.8 The FDIC then initiates a

comprehensive evaluation process (Gnanarajah 2023), appointing an independent financial

advisor to assess the bank’s assets and establish a reservation value for the resolution process

(Johnston-Ross, Ma, and Puri 2021).

The FDIC primarily employs three resolution methods: (1) Purchase and Assumption (P&A)

agreements, (2) Deposit Payoffs, or (3) creating a Deposit Insurance National Bank. The P&A

method, used in approximately 95% of cases during the financial crisis, involves a first-price

sealed bid auction where qualified bidders must meet strict eligibility requirements including

well-capitalized status and satisfactory regulatory ratings (Johnston-Ross, Ma, and Puri 2021).

The FDIC evaluates these complex bids using a proprietary least-cost test model, selecting the

bid that minimizes the cost to the Deposit Insurance Fund.

The impact of bank failures on small businesses is theoretically ambiguous. One view, articulated

by Fama (1980), suggests that bank failures should have limited effects in competitive banking

6The asset-weighted failure percentage is calculated by summing the assets of all failed banks in this period obtained
from the FDIC failed banks assistance data and dividing by total assets for all commercial banks in 2009 obtained
FRED series TLAACBW027SBOG.

7These bank assets made up approximately 2% of all assets at all banks insured by the FDIC in 2023.
8A bank is considered critically undercapitalized when its ratio of tangible equity to total assets falls to or below 2%.
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markets where firms can easily switch lenders. However, small firms are known to face high

costs when switching lenders (Elsas and Krahnen 1998) and typically maintain single-bank

relationships (Petersen and Rajan 1994; Berger and Udell 1995; Cole 1998; Drexler and Schoar

2014), making it difficult for small firms to switch their credit demand to another bank following

a bank failure.

While P&A transactions—used in over 98% of bank failures included in our sample—are designed

to ensure a smooth transition of banking relationships, several features of these forced acquisi-

tions can create significant disruptions for small business borrowers. While the bank acquiring

the failed bank’s assets and liabilities must honor existing loan terms, it has full discretion over

future lending decisions. This can be particularly problematic for small businesses, which often

rely on credit lines subject to frequent renewals. The acquiring bank may be less inclined to

renew loans upon maturity or extend additional credit, even if the original bank might have

done so. This reluctance can stem from the acquiring institution’s different assessment of the

borrower’s financial health or ability to pay, or simply because the new bank may not specialize

in lending to that particular type of business (Paravisini, Rappoport, and Schnabl 2023).

Furthermore, acquiring banks frequently close or consolidate branches of failed banks, especially

in markets where they already operate (Nguyen (2019), Vij (2020)). These closures can disrupt

the relationship lending that small businesses depend on, as the detailed knowledge about

borrowers accumulated by loan officers—critical for overcoming information asymmetries in

small business lending—is often lost in the process.

The role of deposits vs. loans: While it may seem that loss of deposits is the main concern

when a bank fails, we argue that access to deposits is actually minimally disrupted during a bank

failure. Bank deposits up to $250,000 (or $100,000 before 20008) are insured by the FDIC and the

FDIC has historically paid insured depositors within days following the failure of a bank when

opting for the Deposit Payoff resolution method. Furthermore, of the 574 banks resolved by the

FDIC since 2000, 543 have been resolved via a P&A agreement, with deposits being transferred to

a DINB created by the FDIC while the bidding process for the failed bank’s assets and liabilities is

carried out.9 During this time, and also once the failed bank’s deposits have been transferred to

the acquiring bank, depositors retain full and complete access to their deposits. This applies to

both insured and uninsured depositors. No insured depositor has experienced a loss of funds

during the FDIC’s history and even losses to uninsured deposits are rare. The average loss

9A breakdown of bank failures by resolution method can be obtained from the FDIC Bank Failures & Assistance
dataset (FDIC 2024).
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experienced by uninsured depositors across all bank failures since 1992 has only been 6% and

only 3% since 2008 (Federal Deposit Insurance Corporation 2023).

Implications for identification strategy: These institutional features of bank failure and small

business lending have important implications for our empirical strategy, which we discuss

in detail in Section 5.2. The first and most fundamental challenge is that bank failures and

firm outcomes could be driven by common local economic shocks. For example, during the

subprime crisis—which coincides with many of the bank failures in our sample— there was

substantial geographic variation in economic conditions, including employment, house prices,

and foreclosure rates (Gertler and Gilchrist (2018)). Such region-specific shocks—like a local real

estate price collapse—could simultaneously increase both bank failure probability and firm exit

rates, violating the parallel trends assumption necessary for causal interpretation. To address

this, we include granular county-by-year-by-industry fixed effects, comparing only firms within

the same local market and industry.

The second challenge is the potential for reverse causality or anticipation effects. However,

evidence suggests that bank failures during our sample period were primarily driven by losses

on mortgage-backed securities (Erel, Nadauld, and Stulz (2014), Antoniades (2015)) and high

exposure to commercial real estate loans (Furlong and Knight (2010), Cole and White (2012)),

rather than losses on business loans. We also find no evidence that firms systematically switch

banks before failure, which aligns with Correia, Luck, and Verner (2024)’s finding that even

depositors do not respond to increases in bank failure risk. Nevertheless, to further address

potential sorting concerns, we employ an alternative treatment definition that maintains firms’

treatment status even if they switch banks, while excluding firms that initiate new relationships

with soon-to-fail banks. This approach eliminates any potential bias from strategic sorting of

firms across banks, though it likely understates the true effect of bank failure since it includes in

our treatment group firms that may have avoided the worst effects by switching to healthy banks.

Finally, we complement our analysis with two natural experiments where bank failures were

driven by factors plausibly exogenous to borrower health: the forced closure of banks through

the FDIC’s “cross-guarantee” powers and a bank failure triggered by the sudden discovery of

large-scale fraud in the bank’s mortgage lending divison.

3 Data

This section introduces a novel dataset that links firms to their lenders, offering an unprece-

dented view of the lending relationships that underpin the US economy, particularly for small
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and medium enterprises (SMEs). We construct this dataset by combining data from Uniform

Commercial Code (UCC) filings and comprehensive firm-level information from Dun & Brad-

street.

The following subsections detail the construction of this dataset. Subsection 1 discusses the role

of UCC filings in securing loans and their usefulness in identifying lending relationships. Subsec-

tion 2 describes the firm-level data used to obtain comprehensive information on businesses.

Subsection 3 outlines our methodology for linking the UCC filings to the firm-level data to create

the final dataset. This new data product addresses a critical gap in the study of SME lending

relationships and offers new opportunities to explore the interplay between the financial sector

and the real economy.

3.1 UCC financing statements

The micro-level data on banking relationships we use are derived from Uniform Commercial

Code (UCC) financing statements filed with the Secretary of State office in each US state. The

UCC is a set of laws that regulates commercial transactions including sales, leases, and rentals,

within the US. First drafted in the 1940s, the aim of the UCC is to reduce complexity and costs for

firms operating across multiple states by harmonizing commercial laws across the entire US.

UCC filings play a pivotal role in the extension of credit to small businesses as they allow lenders

to secure interests in collateral offered by the business, which can include inventory, equipment,

or accounts receivable.10 By filing a UCC financing statement, lenders assert their rights over the

business’ collateral, ensuring priority over other creditors in case of default. This mechanism

significantly mitigates lenders’ risk. UCC filings also serves a second purpose: they inform other

potential creditors of existing claims on the business’ assets thereby ensuring that the business

is unable to re-collateralize its assets.

Though UCC regulations are standardized nationwide, each state operates an independent

registry for UCC filings. The incentive for lenders to make UCC filings is significant as in their

absence lenders would be considered unsecured creditors, and therefore face lower recovery

rates in the event of a borrower’s default. The low cost of filing, typically ranging from $15 to $25,

coupled with the convenience of electronic submission, further encourages this practice.

10Notably, UCC filings do not encompass real estate transactions or personal property governed by title laws such as
airplanes and automobiles. Instead, these filings are used to acquire security interests in assets like equipment,
inventories, bank accounts, and receivables.
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We are not the first to use UCC filings in academic research.11 However, to the best of our

knowledge, we are the first to have assembled a UCC dataset of this size and scope and to use

these data to study the effects of bank failures on firm performance.

Some mass marketing companies in the US collect and sell UCC data. However, these data

provided by marketing companies have several limitations. First of all, these data are limited

in how far back in time they go. Marketing companies that collect UCC data do so to create

mailing lists that can be used for mailing campaigns (i.e. brochures, etc.), cold calling, or other

marketing purposes. As a consequence, these data collection efforts tend to be focused on very

recently filed filings, where the the business contact details are more likely to still be valid. Some

marketing companies do provide historical data but the furthest back we have seen these data

go is 2006 which makes assessing pre-trends for financial shocks occurring the financial crisis

difficult. Second, the UCC data sold by marketing companies are far from being complete. The

leading data provider for marketing UCC data offers data from 36 million UCC records for all

US states going back to 2006. However, our data over the same time period but for only five

states—representing about 1/3 of US GDP—comprise over 26 million records suggesting that

UCC records sold by marketing companies reflect less than half of the universe of UCC filing.

Furthermore, these companies do not provide details about their data collection efforts, raising

concerns that the data they sell may be selected on dimensions unbeknownst to the researcher.

We hand-collect over 36 million UCC filings from the Secretary of State offices in California,

Florida, New York, Texas, and Colorado. Though these are only five states, taken together they

account for 39% of US GDP. Collection efforts varied from state to state: for most states we

scraped the public-facing UCC database that is traditionally used by banks and other creditors

to check for existing liens on potential borrowers.12 For states for which web scraping was not

possible, we negotiated directly with the Secretary of State office to obtain the filings. The final

corpus of filings we assemble, across all five states, spans the period from 1993 to 2023, with the

majority of filings coming from the period 2000 to 2023.

It is difficult to estimate precisely the fraction of loans that result in a UCC filing. However, small

business loans are predominantly collateralized and since the benefits of securing a loan with

a UCC filing are significant, we believe that the fraction of loans that result in a UCC filing is

11See e.g. Edgerton (2012) uses a sample of California UCC filings filed between 2005 and 2011 to study how lender
distress during the GFC affected business invesmtent. Murfin and Pratt (2019), Ma, Murfin, and Pratt (2022), and
Gopal and Schnabl (2022) use data from a commercial marketing data provider which relies on multiple data
sources, including UCC filings.

12To respect fair use policies, we limited our scraping efforts to outside of business hours. Given this limitation and
the very large number of documents that needed to be downloaded, our web scraper ran for multiple months in
2023.
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substantial. Berger and Udell (1998) analyses data on small businesses with fewer than 500

employees in the 1993 National Survey of Small Business Finances (NSSBF) and finds that 92% of

the bank debt obtained by these firms is collateralized. Chodorow-Reich, et al. (2020) documents

that firms with less than $50 million in assets virtually never obtain unsecured credit, a finding

that applies both to credit lines as well as to term loans.13 Luck and Santos (2023) documents

that less than 4% of loans made to small businesses in the US are unsecured.

Furthermore, data from the Federal Reserve Small Business Credit Survey (SBCS) shows that

within the group of employer firms that report having outstanding debt, only 17% do not use

collateral to secure their debt. Nearly half of small employer firms report using business assets to

secure business debt and one-third report using personal assets to secure business debt (Federal

Reserve 2020).14 Requiring collateral for small business loans is particularly common among

smaller banks (banks with less than $10 billion in assets). In the FDIC Small Business Lending

Survey, 82% of small banks indicate that they required some form of collateral for their main

small business loan product. For larger banks, roughly half require collateral for their main small

business loan product (FDIC 2018). The most cited type of collateral required by both small and

large banks is business assets and equipment.15

While a very large fraction of small business lending is collateralized, it is possible that some of

this collateral is real estate, which is a form of collateral not governed by UCC filings but rather

by mortgages which are recorded as liens on deeds in property registries. Luck and Santos (2023)

use the Federal Reserve’s FR Y-14Q data to show that about one-fifth of small business loans are

secured by real property. Gopal and Schnabl (2022) rely on this finding, in conjunction with the

finding in Luck and Santos (2023) that only 5% of small business borrowing is done via credit

cards, to conclude that UCC filings cover approximately 73% of all small business lending in the

US.

Furthermore, we conduct a data validation exercise—described in more detail below—which

shows that our data track very closely with small business lending data reported in the Commu-

nity Reinvestment Act (CRA) dataset published by the Federal Financial Institutions Examination

Council (FFIEC). All banks with assets above $1 billion are mandated to report their small busi-

ness lending data to the FFIEC, which publish the data aggregated at the Census tract level. This

regulatory dataset is regarded as highly accurate and comprehensive due to its mandatory nature

13See Table 6 in Chodorow-Reich, et al. (2020) for a detailed breakdown.
14The high incidence of secured debt in small business lending appears to be a longstanding practice. The National

Federation of Independent Business (1983) report that 78% of the total volume of small business loans were
secured by collateral in the early 1980s.

15See Figure 5.4 in FDIC (2018) for a detailed breakdown of required collateral types.
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and standardized reporting requirements. Importantly, Greenstone, Mas, and Nguyen (2020)

show that the CRA data encompass approximately 86% of all loans under $1 million originated

in the US, which highlights the CRA dataset’s broad, near-complete representation of small

business lending activity in the US.

3.2 Firm and bank-level data

Our business-level data is provided by Dunn & Bradstreet (D&B), a commercial data and analytics

provider. D&B aims to collect information on the universe of US businesses by drawing from an

extensive range sources, including state secretaries of state, Yellow Pages, court records, credit

inquiries, licensing data, and direct telephone contact with businesses.16 The quality of D&B

data has been reviewed by several studies (Neumark, Wall, and Zhang 2011; Haltiwanger, Jarmin,

and Miranda 2013; Barnatchez, Crane, and Decker 2017; Crane and Decker 2020) who find that

while these data are not without limitations, they provide a comprehensive and accurate picture

of the US business landscape, both in the cross section and across time. For example, Neumark,

Wall, and Zhang (2011) compare employment data in D&B against employment data in the

Bureau of Labor Statistics’ (BLS) Current Emploment Survey (CES) at the county-by-industry

level and find a correlation of 0.99. The same comparison against the BLS’s Quarterly Census

of Employment and Wages (QCEW) dataset generates a correlation of 0.95. Barnatchez, Crane,

and Decker (2017) demonstrate that once very small businesses (<10 employees), very large

businesses (>1,000 employees), and educational entities are excluded, the D&B dataset agrees

well with the US Census Bureaus’ County Business Patterns (CBP) data and the BLS’s QCEW data.

Nevertheless, we are careful to follow the advice and rules-of-thumb provided by Neumark, Wall,

and Zhang (2011) and Crane and Decker (2020) while working with these data.

We obtain detailed information on bank balance sheets from the US extract of Orbis Bank Focus

(formerly Bankscope), maintained by Moody’s Analytics and Bureau van Dijk. Bank Focus is a

global database providing financial and ownership information on banks worldwide. It compiles

data from regulatory filings, annual reports, stock exchange disclosures, and direct institutional

correspondence. The data include bank balance sheet information as well as information on

bank structures and ownership.

16In the D&B’s dataset, a “business” is broadly defined to include private for-profit entities, nonprofit organizations,
and government agencies, encompassing a wider scope than many official business statistics such as the US
Census Bureau’s County Business Patterns (CBP) and Nonemployer Statistics (NES) and the Bureau of Labor
Statistics (BLS) Quarterly Census of Employment and Wages (QCEW).
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We obtain data on bank failures directly from the FDIC which provide data on failures of over

three thousand FDIC-insured banks since 1934. The FDIC data include information on the

date of failure, the bank’s location, the bank’s assets at time of failure, and the FDIC’s resolution

strategy.17

3.3 Data linkage

As there is no unique identifier that links UCC filings to establishments, we use a combination of

name and location matching to link UCC filings to our establishment-level data. We first create

text embedding for the 46 million unique business name strings present in our UCC filing corpus

and the D&B dataset using the “text-embedding-3-large" embedding model from OpenAI. We

make sure to account for both the registered business name as well as the “trading style” or

“doing-business-as” name of the businesses—for example, “Starbucks Coffee” is the trading style

name corresponding to the registered business name “Starbucks Corporation”.

The embedding model we use transforms each business name into a high-dimensional vector

of numbers. OpenAI has trained this embedding model on vast corpora of text to capture

semantic relationships, allowing it to represent similar concepts with vectors that are close in

the embedding space.18 Using these embeddings allows us to compare business names not

just based on so-called “fuzzy” matches, but on their overall semantic similarity. For example,

“Kentucky Fried Chicken" will have a similar embedding not just to strings like “Kentucky Fried

Chicken Corporation" but also to strings that are completely different letter-wise but which

refer to the same entity, such as “KFC”. This capability is crucial for our matching process, as

it allows us to overcome common issues—such as abbreviations, acronyms, and alternative

phrasings—that have traditionally plagued large-scale data linkage efforts. To the best of our

knowledge, we are among the first to use these modern embedding techniques to link data in

the applied economics literature.

To operationalize our data linking strategy, we need to compute semantic similarity for each

candidate pair of business names across our three datasets (UCC, DnB, and Lightcast). However,

with approximately 38 million embeddings for DnB and 12 million embeddings in UCC, a naive

17The data also include bank failures of institutions insured by the Federal Savings and Loan Insurance Corporation
(FSLIC), the Resolution Trust Corporation (RTC), the Savings Association Insurance Fund (SAIF), and the Bank
Insurance Fund (BIF), which were predecessor or related insurance entities that have since been merged into or
replaced by the FDIC.

18The embedding technology employed in this study is fundamentally the same as that which underpins modern
Large Language Models (LLMs) such as GPT-3, GPT-4, and BERT. These models rely on a technique called “self-
supervised learning" to create dense vector representations of words and phrases that capture nuanced semantic
relationships.
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pairwise calculation for just these two datasets would require computing cosine similarity for

456 trillion possible pairs—which is computationally very costly. To overcome this challenge,

we leverage the Faiss (Facebook AI Similarity Search) index, a technology developed by Meta AI

Research. Faiss is designed for efficient similarity search and clustering of dense vectors, allowing

us to perform nearest neighbor search in high-dimensional spaces with billions of vectors. This

approach dramatically reduces the computational complexity of our matching process. Given

the scale of our data and the high-dimensional nature of our embeddings, we utilized specialized

GPU hardware to execute this step efficiently.

The next step of our data linkage pipeline involves geocoding the 73.2 million unique address

strings contained in our data. We achieve this using the application programming interface (API)

provided by the US Census Bureau which takes as an input an address string and returns struc-

tured geographical information including latitude and longitude. We then take the addresses

that the US Census API was not able to resolve and pass them to an API provided by Amazon Web

Services (AWS), which powers Amazon’s package delivery operation. We take care to geocode

both the physical address as well as the mailing address for each establishment in our data. This

is important because the UCC stipulates that a UCC filing must include the mailing address of

the borrower, which may differ from the physical address of the business.19

With the name embeddings and geographic coordinates in hand, we are able to create a large

candidate set of 82 million possible matches where a possible match is defined to have a name

similarity score of at least 0.85 and a geographic distance below 10 kilometers. We stratify this

sample into cosine similarity and geographic distance deciles for a total of 100 strata. We then

randomly draw ten candidate matches from each of these strata and manually label them as

being a match or not a match. With the labelled data, we train a LASSO logistic regression that

predicts the probability of a match based on features of the candidate match. These features

include the geographic distance, the cosine similarity of the business names, as well as the

total number of addresses associated with a given business name (e.g. “Burger King” may have

thousands addresses). This latter feature is informative about the size of the business as well as

the likelihood that the business is a chain or franchise. We also include the natural log as well as

squared and all possible interaction terms of the cosine similarity and geographic distance and

address count variables for a total of 54 possible predictors that the LASSO model can select from.

The LASSO approach performs both predictor selection and regularization, effectively shrinking

the coefficients of less important predictors to zero.The aim of this approach is to balance the

trade-off between model simplicity and predictive accuracy.

19§9-516 of the UCC stipulates that a UCC filing must include the mailing address of the debtor to be legally effective.
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As a final step, we utilize an active learning strategy with uncertainty-based sampling, iteratively

selecting and manually labeling the most uncertain predictions to efficiently improve the model’s

performance. The result is a matching accuracy model that predicts the probability of a match

between a UCC filing and an establishment in our establishment-level data. We use this model

to predict the probability of a match for the 82 million candidate matches. Table 1 summarizes

the final matches.

The linking procedure we use to link UCC filings to bank-level data follows a similar approach as

the one outlined here for linking UCC filings to our firm-level data. The UCC-to-bank linkage is

described in more detail in Appendix A.1.

4 Descriptive statistics

Our final panel consists of 1,889,782 unique firms from 1990 to 2023. To be included in the panel,

a firm must have filed one or more UCC filings that we were able to successfully match to the

firm and to a bank. As we are interested in information about the existence of a banking relation-

ship, we include not just “UCC-1 Initial Financing Statements”—which reflect the creation of

a new credit arrangement—but also other types of UCC filings such as “UCC-3 Continuation

Statements" and “UCC-3 Amendment Statements". UCC-3 Continuation Statements extend

the legal effectiveness of an existing financing statement for an additional number of years,

indicating the continuation of a previously established credit relationship. UCC-3 Amendment

Statements modify existing filings and can provide updated information about ongoing banking

relationships, such as changes in the debtor’s information or modifications to the collateral. To

ensure that a UCC filing reflect credit arrangements, we only consider. Other filing types such as

judgment liens and IRS tax liens are excluded as these reflect court judgments against a debtor

or tax delinquencies, respectively.

To reduce the potential for violations of the “hidden variation in treatment” assumption in

SUTVA, we exclude firms that form relationships with more than one bank that ultimately fails.

Doing so also helps more clearly pin down the effect of a particular bank failure on firms in a

later exercise where we analyze the firm-level effects of bank failure across different failed banks.

We also drop firms whose first contact with a failed bank occurs after the bank failure, as these

cases likely represent situations where both the failed bank and the acquiring bank are listed as

creditors in the UCC financing statements and where our matching process erroneously linked a

firm to the failed bank instead of the acquiring bank. These data cleaning procedures result in

the removal of less than 9% of the original observations.
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Table 2 presents summary statistics for our sample. The average firm in our dataset has 11.8

employees. The employment distribution is highly skewed, with a median of 3 employees and

a 90th percentile of 20 employees. The median firm age at the time of its first UCC filing is 4

years, suggesting that many firms in our sample are relatively young when they first secure bank

financing financing. This fact aligns with the findings in Robb and Robinson (2014) who show

that startup firms in the US predominantly rely on banks for external debt during their first few

years of operation.

For the subsample of firms banking with failed banks—the treated sample—we observe that the

average duration of the banking relationship prior to bank failure is 7.6 years, with a median of 6

years. This statistic agrees with Berger and Udell (1998) who analyses the 1993 National Survey

of Small Business Finance (NSSBF) to show that the average banking relationship for US firms

with fewer than 500 employees is 7.77 years.

Approximately half of the firms in our sample are concentrated in the business services, health

services, eating and drinking places, construction, real estate, and wholesale trade industries as

categorized by two-digit Standard Industrial Classification (SIC) code. Figure 1 illustrates the

geographic distribution of our sample, showing that while we have data on businesses from

virtually all US counties, the majority come from California, Colorado, Texas, Florida, and New

York, the states in which the UCC filings in our dataset were filed.

It’s important to note some limitations of our data. Firstly, we do not directly observe when a firm

ceases operations; instead, we infer this from a firm’s exit from the D&B dataset. The D&B data

collection and data quality management processes are exhaustive (see Section 3.2) and should

accurately reflect cessation of business operations with the exit of a firm from the D&B panel.

However, to further test the correlation between dataset exit and business operation cessation

we assess how many of our UCC filings match to firms after they exit from the D&B panel. We

find that less than 5% of our UCC filings match to a firm more than a year after it has exited

from the D&B dataset, suggesting that exit from the dataset does correlate very strongly with the

operational “death” of that firm.20

Table 6 provides information for the top 25 bank failures, as determined by how many firms have

a credit relationship with the bank in our data. The distribution of credit relationships across

failed banks is highly skewed with the top 25 banks representing 75.92% of the failed bank credit

relationships in our dataset and the remaining 154 banks making up the balance.

20In this analysis we only consider “UCC-1 Initial Financing Statements” as other UCC filings such as credit
amendment liens, judgment liens or IRS tax liens may well be filed against a business after it has de facto stopped
operating. See Appendix A.4 for more details on this particular analysis.
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5 Empirical framework

In this section, we articulate our empirical strategy for estimating the causal effects of bank

failures on firm performance. Our two key outcomes of interest are firm survival (i.e., whether

the firm is still operating in a given year) and employment headcount. Our panel data allow

us to track firms over time; however, in our survival specification, the panel is balanced on the

right, meaning firms never exit the panel, though their survival status permanently changes

if and when they exit. This section first introduces our baseline specification, then discusses

identification, and closes with a subsection on extensions and robustness exercises.

5.1 Baseline design

Since we study multiple bank failures occurring at different points in time, our empirical setting

characterized by staggered treatment timing. The data track firm-level outcomes yi ,t across

i = 1, ..., N firms over t = 1, ...,T periods, where each period is a calendar year. Whether a firm has

been exposed to bank failure is captured by the indicator Di ,t ∈ {0,1}. Treatment is assumed to

be absorbing, meaning that once a firm’s bank fails, this status persists—formally, Di ,s ≤ Di ,t for

s < t . Each firm i has an initial year of bank failure exposure pi , with pi =∞ for “never treated”

firms whose bank never fails.

We partition firms into cohorts g ∈ 0,1, ...,G based on the calendar year t in which they first

experience bank failure. Cohort g = 0 comprises firms whose banks never fail during our sample

period. We denote the time period of bank failure for group g as pg . Using the potential

outcomes framework of ?, let yi ,t (0) represents the outcome of firm i at time t if its bank never

fails. Similarly, yi ,t (pi ) represents the outcome for firm i if its bank fails at time p = pi .

The group-specific and dynamic average treatment effect on the treated (ATT) for cohort g at

horizon h (i.e., the effect h periods after bank failure) is:

τ
g
h = E

[
Yi ,pg+h(pg )−Yi ,pg+h(0)

∣∣∣pi = pg

]
(1)

Estimating these treatment effects in a staggered treatment setting introduces complexity to our

estimation strategy, as it creates multiple cohorts of treated units (firms whose banks failed at

different dates), each with potentially different treatment effects.21 To address this issue, we use

21Estimating a dynamic difference-in-differences (DiD) regression in this setting using a standard two-way fixed
effects (TWFE) estimator is known to generate biased estimates because TWFE implicitly makes "forbidden
comparisons" between newly treated units and previously treated units, which may still be experiencing treatment
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a local projection difference-in-differences (LP-DiD) approach proposed by Dube, et al. (2024)

as our main specification. Our baseline regression takes the following form:

yi ,t+h − yi ,t−1 =βh∆Di ,t +δh
t +γXi ,t +eh

i ,t , ∀h ∈ {0, ...,h} (2)

where δh
t is a time fixed effect, X is vector of additional controls, and eh

i ,t is the error term, which

we cluster at the county and bank-level in our baseline design.

For each horizon h, we restrict the sample to observations that are either:{
newly treated by bank failure ∆Di t = 1,

or ‘clean control’ Di ,t+h = 0

Under two identification assumptions discussed further below (conditional no anticipation and

conditional parallel trends), the βh coefficient from equation (2) consistently estimates a convex

combination of all group-specific effects τg (i.e. a weighted average of the effects across all bank

failure cohorts). Concretely:

E(β̂h) = ∑
g 6=o

ωg ,hτ
g
h (3)

where the weight for each group-specific effect is:

ωg ,h =
NCC Sg ,h [ng h(nc,g ,h)]∑

g 6=o NCC Sg ,h [ng ,h(nc,g ,h)]
(4)

where NCC Sg ,h is the count of observations in the ‘clean control’ sample for group g at horizon

h, such that ng ,h = Ng /NCC Sg ,h is the fraction of treated units in the CC Sg ,h subsample. Finally,

nc,g ,h = Nc,g ,h/NCC Sg ,h is the share of control units in the CC Sg ,h subsample22.

effects from their own treatment start (de Chaisemartin and DHaultfuille 2020; Goodman-Bacon 2021; Callaway
and SantAnna 2021; Sun and Abraham 2021; Athey and Imbens 2022; Borusyak, Jaravel, and Spiess 2024). For
surveys of recent advances in the dynamic DiD literature, see deăChaisemartin and DHaultfuille (2023) and Roth,
et al. (2023).

22We also consider alternatives to the ‘variance-weighted ATT’, namely the ‘equally-weighted’ ATT, along with a host
of alternative robustness exercises discussed below.
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5.2 Identification

Conditional parallel trends: One identification concern in estimating the effect of bank failure

on firm performance is that there may be confounding shocks such as region or industry-

specific events that affect both bank failure and firm outcomes. For example, during the US

subprime crisis, which coincided with the majority of the bank failures in our data, not all

regions within the US were equally affected. During the crisis, there was substantial geographic

variation in employment, house price changes, household net worth, and foreclosure rates23. It

is possible therefore that region-specific or industry-specific shocks that simultaneously raise the

probability of bank failure and firm closure could lead to a violation of the conditional parallel

trends identification assumption:

E
[
Yi ,t (0)−Yi ,1(0)

∣∣pi = p; Xi ,t
]= E

[
Yi ,t (0)−Yi ,1(0)

∣∣ Xi ,t
]

(5)

for all t ∈ {2, ...,T } and all p ∈ {1, ...,T,∞}. This condition requires that, in the counterfactual

scenario where treated firms did not experience bank failures, their outcomes would have

evolved in parallel with those of control firms, conditional on covariates.

This issue is particularly concerning for smaller, regional banks whose solvency is closely tied

to the economic conditions of the region in which they operate. To address this, we include a

triple interaction of county, year, and industry fixed effects in our regression, where an industry

is defined by a firm’s two-digit SIC code. With this set of fixed effects, we interpret our βh

coefficients as the estimated difference in outcomes between firms that bank with failed banks

and firms that do not bank with failed banks, within the same county, year, and industry, while

holding all time-invariant characteristics of the firms constant.

Conditional no anticipation: Another identification threat comes from the possibility that

treated firms begin to perform poorly before their bank’s failure. Such a pattern could emerge,

for example, if poor firm performance is the cause of bank the failure or if firms are able to

anticipate bank failure and systematically either switch away from, or towards, the failed bank

(i.e. selection prior to treatment). Such anticipation effects would violate the no anticipation

assumption:

E[Yi ,t (p)−Yi ,t (0)|Xi ] = 0, for all p and t such that t < p (6)

23See Kochhar and Gonzalez-Barrera (2009), Mian, Rao, and Sufi (2013), and Gertler and Gilchrist (2018) for a
discussion of geographic variation in economic outcomes during the subprime crisis.
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This condition requires that firms’ outcomes are not affected by future bank failures before

they occur, ruling out both anticipatory responses by firms and reverse causality from firm

performance to bank failures.

There are multiple reasons that it is unlikely that poor firm performance lead to the bank failures

studied in our sample. First, the existing literature documents that banks primarily failed during

our sample period due to steep losses on mortgage-backed securities (MBS)24, high loan portfolio

concentration in commercial real estate loans, or high reliance on short-term debt25

Furthermore we collect 120 regulatory post-mortem reports (material loss reviews) conducted

by the FDIC’s Office of Inspector General. These reports, required when a bank failure results in

a loss of $50 million or more to the FDICs deposit insurance fund, investigate the reasons for

the bank’s failure and assess the FDICs supervision. Using an LLM, we extracted key sections

detailing the primary reasons for the bank’s failure26. Our review of these sections indicates that

not a single one of the 120 material loss reviews cites corporate loans as a reason for the bank’s

failure.

We also consult the FFIEC Call Report data to examine the primary sources of financial losses

to failed banks prior to failure. A bank Call Report (Consolidated Report of Condition and

Income) is a mandatory quarterly filing for all regulated US financial institutions that contains

comprehensive information on the institution’s financial condition. Using these data, we find

that loan charge-offs for ADC and other real estate loans increase sharply before failure, while

C&I loan charge-offs rise only marginally27.

Another identification concern is the possibility that firms may anticipate bank failure and switch

their banking relationships in advance. This would create a selection bias if financially weaker

firms are more likely to bank with failed institutions. To address this, we conduct an event study

analysis of firm switching behavior. Our analysis shows no statistically significant increase in the

likelihood of switching banks in the years preceding bank failure28. We also utilise alternative

assignment mechanisms to treatment, including that firms must have formed a relationship

with the failed bank 2 or more years prior to the event. This analysis allows for firms who switch

out prior to failure to remain in the treated group, yet shows little change relative to our baseline

estimates.
24Erel, Nadauld, and Stulz (2014) and Antoniades (2015) provide an analysis of MBS-related losses and their impact

on banks.
25Furlong and Knight (2010), Cullen (2011), and Cole and White (2012) explore the reliance on commercial real

estate loans and short-term debt among failing banks.
26For full details on the method of review and section references, see Appendix X.
27Appendix X provides a detailed summary of charge-off patterns based on Call Report data.
28See Appendix C for detailed analysis of switching behavior.
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In support of this, Correia, Luck, and Verner (2024) and Martin, Puri, and Ufier (2018) find no

evidence that depositors respond to increases in bank failure risk. Small businesses, which

typically maintain a relationship with only a single bank for both deposits and loans, also appear

to not switch banking relationships before bank failure.

5.3 Extensions and robustness

To validate our main findings, we conduct several extensions and probe the robustness of our

results to alternative specifications and assumptions.

Matching approach: Our baseline approach is to utilize a matched sample of our full data that is

balanced evenly between control and treatment firms across these dimensions. However, we

also verify that our results are robust to using the full sample of our data and employing granular

controls to ensure the variation being exploited is ‘within’ county × industry × firm-size quartiles

× calendar year.

Alternative treatment definitions: While there are reasons to believe that small businesses are

generally unresponsive to increases in the probability that their bank fails—as discussed in detail

in the previous section—concern may remain that prior to bank failure healthy firms switch

their banking relationship away from the soon-to-be-failed bank and that unhealthy firms may

switch their relationship towards the soon-to-be-failed bank. Both of these types of sorting

would artificially worsen the quality of treated firms and bias our estimates away from zero.

To address these concerns, we check whether our estimtes are robust to changing our definition

of treated firms. We now define a treated firm as one that established a credit relationship with

a bank at least two years prior to its failure. Importantly, we maintain this treatment status

even if the firm subsequently switches to another bank. Additionally, we exclude from our

treatment group any firms that initiated a credit relationship with the failed bank within the

two-year window preceding its failure. We choose a two-year window in line with findings from

Correia, Luck, and Verner (2024) that show that for the vast majority of banks, bank failure is

not predictable based on bank financials three years prior to failure.29 This refined definition

mitigates the potential bias from firms anticipating failure and preemptively switching banks.

This new treatment definition is likely to produce more conservative estimates of the effect of

bank failure on firm outcomes. By including firms that switched away from the failed bank in our

treatment group, we are potentially incorporating firms that were less affected by the failure. The

29See Figure 6 Panel C in Correia, Luck, and Verner (2024) which shows that even very unhealthy financials of banks
do not substantially increase the risk of bank failure at a three-year time horizon.
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same argument applies to our exclusion of firms that switch their banking relationships from a

healthy bank to the ultimately-failed bank in the three years prior to the failure. Consequently,

our estimates are likely to represent a lower bound of the true effect. This approach trades some

potential upward bias for a more robust and defensible estimate, albeit one that may understate

the full impact of bank failure on the most affected firms.

Pre-treatment dynamics: To address concerns about potential endogenous treatment timing,

we augment our baseline specification with multiple lags of our outcome variables:

yi ,t+h − yi ,t−1 =βh∆Di ,t +δh
t +

K∑
k=1

γk yi ,t−k +eh
i ,t (7)

where K is the total number of lags. This specification helps control for any pre-existing trends in

firm-level outcomes that might be correlated with bank failure timing or selection into particular

banking relationships. For example, a large number of firms exiting could induce a bank failure.

While we don’t see any evidence of this kind of reverse causality, we nonetheless implement this

adjustment to confirm the robustness of our baseline approach.

Alternative estimators: Following recent methodological advances in the difference-in-differences

literature, we consider alternative estimators suitable for a staggered-treatment difference-in-

difference approach. These include the two-stage estimator as developed by Gardner (2021), and

designs based on Borusyak, Jaravel, and Spiess (2024), Callaway and SantAnna (2021).30

Alternative weighting and standard error clustering: Our baseline estimation produces ATTs

that are variance-weighed across treatment cohorts, but we verify robustness to alternative

weighting schemes including equal weighting across firms and weights based on firm size. The

statistical inference in our main results clusters standard errors at the bank level, but we verify

robustness to alternative clustering approaches including at the state and industry levels.

Placebo tests: To further validate our findings, we conduct a series of placebo tests. These include

reassigning bank failures randomly across healthy banks, shifting actual failure dates to earlier

periods, and constructing placebo treatments using healthy banks with similar characteristics to

failed institutions.
30Due to the size of our data and the large number of cohorts/treatment years, at least one of the benchmark

approaches to staggered difference-in-difference is infeasible, namely the Sun and Abraham (2021) estimator -
which utilizes high dimensional cohort controls and interactions within a single estimating equation. Another
reason we prefer local-projection difference-in-difference introduced by Dube, et al. (2024) is the computational
ease of distributing these high-dimensional cohort features across multiple estimating equations.
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6 Results

6.1 Firm survival

We first discuss the impact of bank failure on firm survival. Since the D&B microdata does not

explicitly record the dates when firms cease to operate, we use a firm’s disappearance from the

D&B panel as a proxy for operational cessation. This approach appears valid: our linkage of

UCC filings to D&B records reveals that only 16% of filings match with firms outside their D&B

panel presence years, suggesting that entry and exit from the D&B dataset largely aligns with

firm “births" and “deaths". For more details on this exercise see Figure .

We construct a firm-year panel such that firms enter our panel in the year they first appear in

the D&B dataset, but we retain all firms in our panel until 2022, regardless of when they exit the

D&B dataset. To denote a firm’s operational status, we use an indicator variable defined as: yi ,t =
1{t ≤ τi } where τi is the last year firm i is observed in the D&B data.31. In our main regression

specification, we define a treated firm as one that formed a credit relationship with a bank

that subsequently failed and did not establish relationships with any other banks between the

formation of this relationship and the bank’s failure—we change this restriction for subsequent

estimations and discuss the results below. To address potential violations of the no hidden

variation in treatment assumption of SUTVA, we further restrict our treated sample to exclude

firms that formed relationships with multiple failed banks prior to their failure, which results in

dropping less than 1% of the sample. A treated firm enters treatment in the year of the bank’s

failure and remains treated indefinitely—i.e. treatment is fully absorbing.

A UCC filing may arise when a firm obtains credit from a non-bank. Since our treated firms are

by definition firms that have obtained credit from a bank, we restrict our control group in our

headline specification to only include firms that have obtained credit from a bank at least once.

This sample selection also allows us to control for bank size, which we proxy with total book value

of the bank’s loans. Other controls include county-by-year-by-industry fixed effects—where

industry is defined at the two-digit SIC code—as well firm age and firm age squared. Figure 7

plots the estimated treatment coefficients from our headline regression specification with a time

horizon ranging from 5 years prior to 10 years after the bank failure year. The failure event marks

the beginning of a clear differential effect on the survival rates of treated firms relative to their

untreated counterparts. One year after the bank failure, treated firms are 3 percentage points

less likely to still be operating. The five-year and ten-year survival rates of treated firms are 6.7 an

31Similar empirical designs where a LP-DiD is used to study a binary outcome variable of this nature are used, for
example, by Goda and Soltas (2023).
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7.9 percentage points lower. Figure 6 translates these percentage point effects into percentage

increases relative to the survival and death rates of never treated firms. One year after a bank

failure, treated firms are 46.3% more likely to have ceased operating. The 5-year and 10-year

death rates for treated firms are 44.3% and 34.4% percent higher compared to untreated firms.

The DiD estimates for the 5 year period preceding bank failures show no statistically significant

differences from zero. This indicates that, conditional on our controls, there is no observable

divergence in survival rates between treated and untreated firms prior to the bank failure year at

the annual level. These pre-trend results are relevant to the question of whether firm performance

prior to bank failures might have influenced the likelihood of bank failure. The flat estimates

we observe align with our earlier discussion of the primary drivers of bank failures during this

period, which were largely unrelated to commercial lending portfolios. We complement these

DiD estimates with an event study analysis detailed in Appendix B.

6.2 Employment

Following our analysis of firm survival, we now turn to the impact of bank failures on firm-level

employment. We employ the same headline regression specification as used for survival analysis,

with employment growth as the dependent variable and run on the subset of firms that survive

to each time horizon analyzed.

Figure 7 presents the estimated effects of bank failure on firm-level employment growth over time.

The results reveal a clear negative impact on employment growth for treated firms compared to

untreated firms. This effect becomes evident immediately following the bank failure and persists

over the long term.

In the first year following the bank failure, we observe a statistically significant decrease in the

employment growth rate of approximately 0.8 percentage points for treated firms relative to

untreated firms. This negative effect persists over longer horizons, with the 5-year employment

growth rate showing a decrease of about 3.7 percentage points. The effect continues to widen for

longer horizons, with the 10-year employment growth rate showing a decrease of 6 percentage

points for treated firms relative to untreated firms. The persistence of these effects over a decade

suggests that the disruption of banking relationships has lasting consequences for small business

employment growth.

The pre-trend analysis, covering the 5-year period preceding bank failures, shows no statistically

significant differences between treated and untreated firms. This aligns with our earlier discus-
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sion on firm survival and further supports the notion that bank failures during this period were

largely unrelated to the performance of their commercial lending portfolios.

Figure 8 shows the estimated impact on employment growth scaled by the employment growth

experienced by never treated firms across our entire dataset. The 1-year employment growth rate

for treated firms is 13% lower compared to untreated firms. This gap persists over longer horizons,

with the 5-year employment growth rate being 24.8% lower and the 10-year employment growth

rate being 29.14% lower for treated firms. The apparent decrease in the relative effect over time

can be attributed to two factors. As depicted in Figure 8, divergence in employment growth

begins to accelerate five years after the bank failure. We believe this pattern to be driven by the

fact that the small businesses in our sample (median employment: 3) only sporadically change

their headcount, meaning that differences in hiring patterns do not emerge immediately after

the bank failure but only some years afterwards. The results presented in Figure 8 demonstrate

the long-term scarring effects of bank failures on small business employment growth, with the

impact becoming more pronounced over time and indicating that these events can hinder firms’

ability to hire and grow for years after the initial shock.

6.3 Robustness

Alternative treatment definition: As discussed in Section 5.3, we address potential bias from

strategic bank switching by redefining treated firms as those with credit relationships established

at least two years before bank failure, regardless of subsequent switching behavior. We exclude

firms that initiated relationships with the failed bank within two years of failure. This definition,

based on the limited predictability of bank failures beyond a three-year horizon, produces

conservative estimates by including firms that may have successfully switched away from failing

banks while excluding those that may have switched to them. Figure 5 shows that the estimated

coefficients using this alternative treatment definition are not statistically different from the

estimates obtained from our headline regression.

Alternative estimators: We employ several alternative estimators suitable for staggered treat-

ments with heterogeneous effects (discussed in more detail in 5.3). Figure 4 shows that estimates

of our headline specification using estimators from Borusyak, Jaravel, and Spiess (2024), Call-

away and SantAnna (2021). and Dube, et al. (2024) produce similar results, while the Gardner

(2021) two-stage estimates suggest even larger effects. In contrast, standard TWFE estimates are
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substantially attenuated—a not-so-surprising result given known limitations of TWFE estimators

in settings with staggered treatments and effect heterogeneity.32

Two natural experiments: To strengthen our identification, we examine two cases of bank failure

that provide more exogenous variation in the timing of the bank’s failure: Park National Bank

(part of FBOP Corporation) and Colonial Bank. These cases offer instances where the bank’s

failure was unexpected by firms and plausibly exogenous to the health of the banks’ business

borrowers.

Park National Bank’s failure in October 2009 was a direct result of the FDIC’s use of its “cross-

guarantee" powers under the Financial Institutions Reform, Recovery, and Enforcement Act of

1989 (FIRREA). Congress granted these powers to the FDIC to address moral hazard concerns

within bank holding groups. Previously, if one bank in a holding company failed and incurred

losses to the FDIC’s insurance fund, the other affiliated banks were not held liable. This lack of

accountability created moral hazard issues, as banks could shift bad assets to a single institution,

exploiting the FDIC insurance fund when that bank ultimately failed. The cross-guarantee provi-

sions were designed to prevent such practices by making all banks within a holding group jointly

liable for losses, thereby incentivizing better risk management across the entire organization.

Colonial Bank’s failure in 2009 resulted from a complex chain of events that were largely unre-

lated to the financial health of its business borrowers. Initially, the bank incurred losses in its

acquisition, development, and construction (ADC) loan portfolio. In response to these losses,

the bank’s management applied for funds from the Troubled Asset Relief Program (TARP), which

subjected the bank to increased regulatory scrutiny. This heightened examination uncovered

a significant fraud scheme involving Colonial Bank and its mortgage originator counterparty,

Taylor, Bean & Whitaker (TBW). The fraud entailed TBW susbtantially inflating the quantity and

quality of mortgages it sold to Colonial, along with unauthorized credit limit breaches that were

facilitated by complicit employees within Colonial Bank.

Following the discovery of the fraud, the FBI conducted a raid on both Colonial Bank and TBW,

and Colonial Bank subsequently lost access to $875 million held in an escrow account with TBW.

This sudden loss of liquidity, prompted the FDIC to close Colonial Bank just 11 days after the

raid. The rapid sequence of these events indicates that the bank’s failure was primarily driven by

internal fraud and mismanagement rather than the financial conditions of its business borrower.

32See (de Chaisemartin and DHaultfuille 2020; Goodman-Bacon 2021; Callaway and SantAnna 2021; Sun and
Abraham 2021; Athey and Imbens 2022; Borusyak, Jaravel, and Spiess 2024; Dube, et al. 2024) for more detailed
discussions of TWFE limitations in staggered treatment settings.
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Due to data limitations, specifically the lack of sufficient observations around the time of Park

National Bank’s failure, we are unable to estimate the full dynamic LP-DiD regression specifica-

tion as in our main analysis for this case. Instead, we estimate a pooled effect by collapsing the

pre-treatment and post-treatment periods into single periods, effectively capturing an average

treatment effect of the bank failure on firm survival. The results, presented in Table 5, show

that firms connected to Park National experienced a statistically significant decrease in survival

probability of approximately 1.8 percentage points following the bank’s failure. For Colonial

Bank, the estimated effect is larger, with a decrease of 6.9 percentage points. When considering

all bank failures collectively, the average effect is a decrease of 4.6 percentage points in firm

survival probability. These findings align with our earlier results, underscoring the significant

negative impact of bank failures on firm survival and highlighting the importance of stable

banking relationships for small businesses.

6.4 Heterogeneity across bank failures

The results discussed so far speak to the average effects of bank failure across the 179 bank

failures included in our analysis. However, failed banks vary both in terms of their geographic

and industry concentration as well as their size and the size of the bank that acquires the failed

bank post failure. To assess how the treatment effects discussed so far vary across bank failure

events, we conduct a bank-by-bank analysis. Specifically, we repeat our regression analysis

separately for each of the 25 largest banks in our dataset, where bank size is measured by the

number of firms that have a banking relationship with each institution.

Table 6 provides a summary of these 25 banks including their failure date and the size of these

banks’ balance sheets. All but one of these banks was resolved via the P&A resolution method—

discussed in more detail in Section 2—meaning that the failed bank’s assets and liabilities were

transferred to another financial institution, which assumed the banking operations and customer

relationships of the failed bank.

Figure 9 plots the results from this analysis showing the effect on 5-year firm-level survival rates

for each bank studied, ordered by the size of the effect. The heterogeneity observed in our

analysis indicates that while the average effect of bank failures on firm survival is negative, the

magnitudeand even the directionof this effect varies significantly across different bank failures.

For most banks, we find substantial negative impacts on the five-year survival rates of associated

firms, with some effects as large as a 15 percentage point decrease. However, in a few cases, firms

linked to failed banks exhibit higher survival rates compared to the control group. This variation
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suggests that the consequences of bank failures are not uniform and are influenced by specific

characteristics of the failed banks, the acquiring institutions, and the firms themselves.

Several factors may explain this heterogeneity. Some failure may occur during periods of height-

ened financial distress, during which firms find it harder to switch to a new banking partner.

Furthermore, well-capitalized acquirers or those offering improved credit terms could potentially

offset the negative effects of the failed bank relationship, leading to better outcomes for some

affected firms. And lastly, the effects of bank failure may be exascerbated in instances where

the failure leads to a large number of local branch closures and the destruction of the “soft”

information on borrowers acquired by local branches. We test these diferent channels in the

subsections below.

Firm size heterogeneity: The literature on banking relationships emphasizes their significance

for small firms, as these relationships help overcome informational asymmetries that are par-

ticularly pronounced for very small, informationally opaque enterprises. Through relationship

building, loan officers acquire “soft" information about prospective borrowers, enhancing screen-

ing and monitoring capabilities. Several studies support this view, demonstrating that longer

and stronger banking relationships yield benefits to smaller firms (Petersen and Rajan 1994; Cole

1998; Elsas and Krahnen 1998; Drexler and Schoar 2014).

To further investigate size effects within our sample of already small firms, and to test the

hypothesis that a firm-bank relationship disruption is more harmful as the size of the firm

decreases, we run our headline regression specification separately for different size terciles.

Figure 10 illustrates that the bottom tercile of firms (median firm size of 2) experiences more

severe effects from bank failures compared to the top tercile (median firm size of 12). This pattern

is evident across multiple years following the event, with the coefficient estimates for the bottom

tercile consistently more negative than those for the top tercile. These results underscore the

heightened vulnerability of the very smallest firms to disruptions in their banking relationships,

even within a sample of small enterprises.

Crisis vs. non-crisis period bank failures: To investigate whether the effects of bank failures

on firm survival differ during periods of widespread financial distress compared to more stable

economic times, we separately estimate our baseline model for bank failures occurring during

the Global Financial Crisis (GFC) period (2007-2011) and the post-GFC period (2012-2022). To

justify our choice of 2012 as the cut-off for the non-crisis period, we examine several financial

stress indicators that capture different aspects of market conditions and risk perceptions.33 By

33The indicators used are as follows: (1) VIX index (FRED code: VIXCLS) measures market expectations of near-term
volatility conveyed by S&P 500 stock index option prices. (2) St. Louis Fed Financial Stress Index (FRED code:
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2012, these indicators had largely returned to pre-crisis levels or showed significant reduction in

financial stress. Figure 11 presents the results of this analysis. The estimates show broadly similar

patterns for both periods, with negative effects on firm survival emerging immediately after bank

failure and persisting over time. The similarity in patterns across both periods underscores the

importance of effective bank resolution strategies and support mechanisms for affected firms,

not only during financial crises but also in more stable economic environments.

Bank branch networks: The resolution of failed banks through Purchase and Assumption (P&A)

transactions can be viewed as a forced acquisition of the failed bank by a healthy institution.

The literature on bank acquisitions and mergers suggests that these transactions create sub-

stantial disruptions to small business credit supply at regional levels (Nguyen 2019; Vij 2020).

In particular, Nguyen (2019) provides quasi-experimental evidence showing that counties in

which both the target and the acquiring bank had branches experience a 158% increase in the

probability of a bank branch closure in the two years following the acquisition. This finding is

further supported by Vij (2020), who shows that after acquiring a failed bank, the acquiring bank

is more likely to shut down a branch previously belonging to the failed bank if it already had a

presence in the same market.

The closure of bank branches following failures and acquisitions is closely linked to declines in

small business lending. Nguyen (2019) finds that branch closings lead to a persistent decline

in local small business lending, with annual originations falling by nearly 10% and remaining

depressed for up to six years. The negative effects of branch closures on small business lending

are further documented in Berger, et al. (1998), Di Patti and Gobbi (2007), Vij (2020), and Amberg

and Becker (2024). These studies highlight the importance of physical branch proximity and the

relationship-based nature of small business lending (Petersen and Rajan 1994; Berger and Udell

1995; Drexler and Schoar 2014).

Motivated by this literature, we explore the effect of branch availability on firm-level outcomes

following bank failures. To test the hypothesis that firms in markets with fewer bank branches

may face greater difficulties in establishing new banking relationships and securing credit after

their primary bank fails, we examine the impact of bank failures on firm survival rates across

different quartiles of branch availability.

STLFSI2) measures the degree of financial stress in the markets using 18 weekly data series. (3) TED Spread (FRED
code: TEDRATE) is the difference between the 3-month LIBOR and the 3-month Treasury bill rate, indicating
perceived credit risk in the general economy. (4) ICE BofA US High Yield Index Option-Adjusted Spread (FRED
code: BAMLH0A0HYM2) measures the spread between yields on high-yield bonds and Treasury bonds, reflecting
risk premiums in the corporate bond market.
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Figure 12 presents the results, revealing that firms in the bottom quartile of branch availability—

as measured by the total number of branches within five miles of the firm—experience more

severe negative effects compared to those in the top quartile. The coefficient estimates for the

bottom quartile are consistently more negative suggesting that firms with fewer nearby banking

options are more vulnerable to the disruption caused by their bank’s failure.

These findings align with the evidence on the persistent effects of branch closures on small

business credit availability (Nguyen 2019) and underscore the spatial dimension of banking rela-

tionships. The results also highlight potential disparities in access to credit across different local

banking markets, with firms in areas with less dense branch networks being more susceptible to

the adverse consequences of bank failures.

7 Conclusion

This paper provides new evidence on how financial shocks propagate to the real economy by

studying how bank failures affect small businesses. Using a novel dataset linking over 36 million

loan documents to detailed firm-level information, we track how 179 bank failures between 1990

and 2023 affect small business survival and employment growth. Our focus on small firmsthe

median firm in our sample has just three employeesborrowing from small banks provides insight

into a crucial but understudied transmission channel through which financial sector distress

affects the real economy.

We find that bank failures have large and persistent negative effects on small businesses. Firms

that borrow from failed banks are 33% more likely to cease operations within one year compared

to similar firms borrowing from non-failed banks, with this gap in survival rates growing to 37%

after five years. The effects extend beyond survival: firms that remain operational experience

substantially lower employment growth for up to a decade after their bank fails, with no evidence

of catch-up growth. These persistent effects suggest that bank failures do not merely accelerate

the exit of already vulnerable firms but rather create lasting disruptions that alter firms’ long-term

growth trajectories.

The effects of bank failures are particularly severe for the smallest firms in our sample, with

the bottom third by employment experiencing effects twice as large as the top third. This

size gradient highlights how firm characteristics that correlate with opacity and difficulty in

switching lenderssuch as sizeshape the transmission of financial shocks. While bank failures

have significant negative effects on average, we document substantial heterogeneity across

different failures, with some resolution processes proving far more disruptive than others. This
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variation provides insight into which features of bank failures and resolution processes drive the

worst outcomes for borrowers.

Our findings challenge the view that bank failures should have limited real effects in competitive

banking markets where firms can seamlessly switch lenders. While the US bank resolution

process appears designed to create frictionless transitions—with the FDIC arranging for healthier

banks to acquire failed institutions—the reality for small businesses is far more disruptive. Branch

closures following acquisitions can destroy the soft information that banks accumulate about

borrowers over time, making it difficult for small, informationally opaque firms to access credit

even after their loans are transferred to healthier institutions.

These findings have important implications both for our understanding of how financial shocks

affect the real economy and for bank regulation and resolution policy. Our results provide direct

evidence of a key mechanism through which financial sector disruptions create lasting damage

to real economic activity: the destruction of valuable lending relationships between small

banks and small businesses. The evidence that these effects persist for a decadeeven outside

of crisis periodssuggests that the spillovers from financial sector distress to the real economy

can be more severe and longer-lasting than previously documented. From a policy perspective,

our findings indicate that regulators should carefully weigh the costs of different resolution

strategies. The heterogeneity we document across bank failures suggests that regulators can

potentially minimize the real economic damage of bank failures by targeting specific features of

the resolution process.
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Figure 1: Total Loan Filings by US County (1990-2023)

Note: We source our data from California, Texas, Florida, New York, and Colorado. This figure shows the geographic
distribution of the UCC financing statements in our dataset across US counties from 1990 to 2023. Despite sourcing
from these 5 States, our coverage extends nationally owing to many other firm-bank relationships having loan
documentation in our focal states. Darker colors indicate a lower number of UCC filings. Allocation to counties is
according to the debtor’s address listed in the filing.
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Figure 2: Effect of Bank Failure on Firm-Level Survival Rates

Note: This figure shows estimated effects of bank failure on firm-level survival rates using a matched local projection
difference-in-difference (LP-DiD) estimator. Units are matched to balance across firm-size, industry, and county.
The x-axis depicts event time (years) relative to bank failure. The y-axis displays the estimated effects. Estimates
come from our baseline specification (see Equation 2). We control for year-by-county-by-industry-by-firm-size
fixed effects as well as for firm age, firm age squared, and a lag of first difference in firm survival. Industry is defined
at the two-digit SIC level. The sample comprises 483,403 observations over 19,762 firms (10,105 treated). Standard
errors are clustered by both bank-by-county and year levels, and bars depict the 95% confidence interval.
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Figure 3: Effect of Bank Failure on Firm-Level Survival Rates (alternative specifi-
cations)

Note: This figure shows estimated effects of bank failure on firm-level survival rates using a matched local projection
difference-in-difference (LP-DiD) estimator. Units are matched to balance across firm-size, industry, and county.
The x-axis depicts event time (years) relative to bank failure. The y-axis displays the estimated effects. Estimates
come from our baseline specification (see Equation 2). Burgundy estimates are obtained from an estimation
of Equation 2 without any controls. Navy estimates are obtained from an estimation of Equation 2 with a full
set of controls and excluding any firms who never bank with a failed bank (i.e. “never treated” firms). Controls
include year-by-county-by-industry-by-firm-size fixed effects as well as firm age, firm age squared, and a lag of first
difference in firm survival. Industry is defined at the two-digit SIC level. The estimation without controls is run on a
sample that comprises 483,403 observations over 19,762 firms (10,105 treated). The estimation excluding “never
treated” firms is run on a sample that comprises 423,525 observations over 19238 firms (all treated). Standard errors
are clustered by both bank-by-county and year levels, and bars depict the 95% confidence interval.
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Figure 4: Effect of Bank Failure on Firm-Level Survival Rates (alternative estima-
tors)

Note: This figure shows estimated effects of bank failure on firm-level survival rates using a matched using four
different estimators: our baseline local projection estimator (LP-DiD) due to Dube, et al. (2024), the staggered treat-
ment estimators proposed by Borusyak, Jaravel, and Spiess (2024) and Callaway and SantAnna (2021) abbreviated
as BJS and CS respectively, as a well as a standard two-way fixed effects (TWFE) estimators. Units are matched to
balance across firm-size, industry, and county. The x-axis depicts event time (years) relative to bank failure. The
y-axis displays the estimated effects. Estimates come from our baseline specification (see Equation 2), controlling
for firm age, firm age squared, and a lag of first difference in firm survival. Standard errors are clustered by both
bank-by-county and year levels, and bars depict the 95% confidence interval.
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Figure 5: Effect of Bank Failure on Firm-Level Survival Rates (including switching
firms)

Note: This figure shows estimated effects of bank failure on firm-level survival rates using a matched local projection
difference-in-difference (LP-DiD) estimator. Units are matched to balance across firm-size, industry, and county.
The x-axis depicts event time (years) relative to bank failure. The y-axis displays the estimated effects. Estimates
come from our baseline specification (see Equation 2). Burgundy estimates are obtained from an estimation of
Equation 2 using our baseline specification (see note for Figure 3). Navy estimates are obtained from the same
regression but changing the definition of treatment such that firms continue to be considered treated even if they
switch to a healthy bank in the two years prior to bank failure. Similarly, firms that switch from a healthy bank to
a soon-to-fail bank within two years of the bank failure are considered to be untreated firms. Standard errors are
clustered by both bank-by-county and year levels, and bars depict the 95% confidence interval.
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Figure 6: Implied Firm Death Rates Following Bank Failure

Note: This figure compares the death rates of firms affected by bank failures (treated firms) with those of firms which
never bank with a failed bank (untreated firms) over a 10-year period following the bank failure event. Untreated
firm death rates are calculated as the average death rates to each time horizon for firms not exposed to bank failures
across our entire dataset. Treated firm death rates are derived by applying the estimated treatment effects to these
baseline untreated rates. Percentage annotations indicate the relative increase in death rates for treated firms
compared to untreated firms at years 1, 5, and 10 after the bank failure. The vertical dashed line at -0.5 years marks
the pre-treatment period.
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Figure 7: Effect of Bank Failure on Firm-Level Employment Growth

Note: This figure presents the estimated effects of bank failure on changes in firm-level log employment for different
time horizons. The x-axis shows the event time in years relative to the bank failure, with 0 representing the year
of failure. The y-axis displays the coefficient estimates, representing the percentage point difference in survival
probability between treated firms (those exposed to bank failure) and never treated firms. Each point estimate is
accompanied by its 95% confidence interval. The estimates are derived from a local projection DiD estimation of
Equation 2 with county-by-year-by- industry fixed effects, controlling for bank sizeas proxied by book value of the
banks loansfirm age and age squared. Standard errors are clustered at the bank and year levels
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Figure 8: Comparison of Average Employment Growth for Treated and Untreated
Firms

Note: This figure compares the firm-level employment growth firms affected by bank failures (treated firms) with
those of firms which never bank with a failed bank (untreated firms) over a 10-year period following the bank failure
event. Untreated firm employment growth rates are calculated as the average employment growth rates to each
time horizon for firms not exposed to bank failures across our entire dataset. Treated firm employment growth
rates are derived by applying the estimated treatment effects to these baseline untreated employment growth
rates. Percentage annotations indicate the relative decrease in firm-level employment growth rates for treated firms
compared to untreated firms. The vertical dashed line marks the bank failure event time.
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Figure 9: Effect of Bank Failure on Firm-Level Survival Rates By Individual Failed
Bank

Note: This figure presents the estimated effects of bank failure on firm-level survival rates, disaggregated by
individual failed banks. The x-axis represents the event time in years relative to the bank failure, with 0 representing
the year of failure. The y-axis shows the coefficient estimates, indicating the percentage point difference in survival
probability between treated firms (those exposed to the specific bank’s failure) and never treated firms. Each line
represents a separate regression for one of the 25 largest failed banks in our sample, as measured by the number of
firms banking with these institutions. The estimates are derived from our baseline local projection DiD estimation
with county-by-year-by-industry fixed effects, controlling for firm age, age squared, and bank size (proxied by the
book value of the bank’s loans). Standard errors are clustered at the firm and year levels.
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Figure 10: Effect of Bank Failure on Firm-Level Survival Rates By Firm-Size
Tercile

Note: This figure presents the estimated effects of bank failure on firm survival rates, disaggregated by firm size
terciles. The x-axis represents years relative to bank failure, and the y-axis shows the coefficient estimates for the
probability of firm survival. The bottom tercile (smallest firms) has a median size of 2 employees, while the top
tercile has a median size of 12 employees. The more pronounced negative effects for the bottom tercile, particularly
in the years following bank failure, highlight the greater vulnerability of the smallest firms to banking relationship
disruptions. These results are consistent with the literature emphasizing the importance of banking relationships
for small, informationally opaque firms in overcoming informational asymmetries. The estimates are derived from
our headline regression specification, run separately for each size tercile, and include county-by-year-by-industry
fixed effects and controls for firm age, age squared, and bank size.
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Figure 11: Effect of Bank Failure on Firm-Level Survival Rates During and After
US Financial Crisis

Note: This figure presents the estimated effects of bank failure on firm-level survival rates, comparing the Global
Financial Crisis (GFC) period (2007-2011) to the post-GFC period (2012-2022). The x-axis shows the event time
in years relative to the bank failure, with 0 representing the year of failure. The y-axis displays the coefficient
estimates, representing the percentage point difference in survival probability between treated firms (those exposed
to bank failure) and never treated firms. Each point estimate is accompanied by its 95% confidence interval. The
estimates are derived from our baseline local projection DiD estimation with county-by-year-by-industry fixed
effects, controlling for bank size, firm age and age squared. Standard errors are clustered at the bank and year levels.
The vertical dashed line at event time 0 marks the bank failure year.
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Figure 12: Effect of Bank Failure on Firm-Level Survival Rates by Branch Avail-
ability

Note: This figure shows estimated effects of bank failure on firm-level survival rates using a matched local projection
difference-in-difference (LP-DiD) estimator. Units are matched to balance across firm-size, industry, and county.
The x-axis depicts event time (years) relative to bank failure. The y-axis displays the estimated effects. Estimates
come from our baseline specification (see Equation 2). Burgundy (navy) estimates are obtained from an estimation
of Equation 2 on a subset of firms that are in the bottom (top) quartile when ranking firms by the number of branches
located within five miles of the firm . Controls include year-by-industry-by-firm-size fixed effects as well as firm age,
firm age squared, and a lag of first difference in firm survival. Industry is defined at the two-digit SIC level. Standard
errors are clustered by both bank-by-county and year levels, and bars depict the 95% confidence interval.
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Table 1: Summary Statistics for UCC Filing to Firm Level Data Linkage

Statistic Value
Number of unique firms 2,148,477
Number of unique filings 6,284,126
Cosine Similarity

Average 0.97
Median 0.99
10th percentile 0.93
90th percentile 1.00

Geographic Distance (km)
Average 0.03
Median 0.00
10th percentile 0.00
90th percentile 0.00

Match Probability
Average 0.93
Median 0.94
10th percentile 0.89
90th percentile 0.97

Note: This table presents summary statistics of our final UCC filing dataset matched to firms. Geographic distance
is measured in kilometers. Cosine similarity and match probability are based on the matching algorithm used.
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Table 2: Descriptive Statistics of Firms

Mean SD p10 Median p90 N

Full sample

Employees 11.8 71.0 1 3 20 1,545,143
No. of UCC Filings per Firm 3.3 9.6 1 1 6 1,545,143
Firm age at first UCC filing 8.3 11.8 0 4 21 1,545,143
Firm age at Exit 15.0 13.5 2 12 32 887,300

Treated sample (firms banking with failed banks)

Years since start of banking relationship 7.6 5.8 1 6 16 25,470
Years since last contact with failed bank 6.8 5.6 1 5 15 25,470
Firm age at bank failure 17.7 15.0 3 15 34 25,470
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Table 3: Descriptive Statistics of Banks

All Matched Non-Failed Failed

Assets ($ millions)
Mean 1,395.4 5,120.8 5,238.5 2,329.9
P10 5.2 77.6 77.1 87.4
Median 105.3 367.5 367.5 368.2
P90 897.6 3,401.0 3,479.3 2,289.3

Employees
Mean 182 614 631 216
P10 3 18 18 19
Median 25 74 74 69
P90 180 536 547 365

Number of banks 17,496 3,929 3,770 159

Note: This table presents summary statistics for different subsets of banks in our data. The sample consists of
institutions classified under NAICS code 5221 (Depository Credit Intermediation) in the Orbis dataset. Assets are
reported in millions of US dollars. Each statistic is calculated using bank-level averages over the sample period 1990
to 2023. All banks refers to all banks in the Orbis dataset. Unmatched banks are banks in the Orbis dataset that
did not match to our firm-level panel. Matched banks include all banks that matched to at least one firm in our
firm-level panel. Non-failed and failed banks are taken as subsets of all the banks matched to our firm-level panel.
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Table 4: Effect of Bank Failure on Firm Survival

(1) (2) (3) (4) (5)

Year 10 -0.092*** -0.111*** -0.069*** -0.092*** -0.074***
(0.012) (0.016) (0.013) (0.011) (0.010)

Year 5 -0.081*** -0.094*** -0.069*** -0.081*** -0.057***
(0.011) (0.013) (0.013) (0.011) (0.009)

Year 1 -0.029*** -0.038*** -0.042*** -0.029*** -0.025***
(0.006) (0.006) (0.010) (0.006) (0.005)

Year 0 -0.014*** -0.020*** -0.033** -0.014*** -0.015***
(0.003) (0.005) (0.014) (0.003) (0.003)

Year -2 0.008 0.009 0.013 0.008 0.006
(0.006) (0.007) (0.010) (0.006) (0.004)

Year -3 0.016** 0.018* 0.023 0.016** 0.011*
(0.006) (0.009) (0.014) (0.006) (0.006)

Controls:
Firm age X X X X X
Firm age squared X X X X X
Bank size X X X

Fixed effects:
county×

year×
industry

county×
year×

industry

county×
year×

industry

county×
year×

industry

county×
year×

industry

Observations 348,628 10,734,870 509,372 348,628 31,414,061

Note: This table presents results from regressions analyzing the effect of bank failure on firm survival. The dependent
variable is a binary indicator of whether a firm is still operating. Independent variables are event time dummies
representing years relative to bank failure. The sample includes firms that had a relationship with a bank that
eventually failed, with specific sample restrictions varying across columns. All regressions include county-by-
year-by-industry fixed effects and control for firm age and age squared. Column 1 shows results for our headline
regression specification. Column 2 shows results for a regression in which we do not control for bank size which
significantly increases our sample size due only a fraction of the banks in our dataset reporting loan book values.
Column 3 shows results for our headline regression where firms maintain treatment status even if the firm switches
to another bank in the two years prior to failure and firms maintain control status even if they initiate a credit
relationship with the failed bank within the two-year window preceding its failure. Column 4 shows results for our
headline regression specification with SE clustering at the firm and year level, as opposed to the bank and year
level. Column 5 show the results for our headline regression specification where the control group is expanded
to include firms that borrow from non-bank lender. Standard errors in parentheses: ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗
p < 0.01. Two-way standard error clustering by firm and year.
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Table 5: Pooled Estimates of Effect on Firm Survival for Park National, Colonial,
and All Banks

Park National Colonial All Banks

Treatment -0.018∗∗∗ -0.068∗∗∗ -0.045∗∗∗

(0.00367) (0.00100) (0.00542)

Year + Industry FE Yes Yes Yes
Firm Age Control Yes Yes Yes
SE Clustering Firm and Year Firm and Year Firm and Year
N 96,554 143,944 215,043

Note: ∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.1. This table presents pooled estimates of the effect of bank failure on
firm survival for Park National Bank, Colonial Bank, and the aggregate of all banks. The dependent variable is
a binary indicator of firm survival. The “Treatment" row shows the estimated average treatment effects, where
negative coefficients indicate a decrease in the probability of firm survival following a bank failure. Standard errors
are reported in parentheses. All models include year and industry fixed effects, control for firm age, and employ
standard error clustering at the firm and year levels. “N" denotes the number of firm-year observations included in
each specification.
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Table 6: Top 25 Bank Failures by Number of Attached Businesses

Bank Name Failure Date
Businesses

Attached
Percentage

(%)

Cumulative
Percentage

(%)

Total Assets
at Failure

($ mns)
Resolution Type

First Republic Bank 1 May 2023 2,229 13.94 13.94 212,639 P&A
Sterling Bank 23 Jul 2010 2,000 12.50 26.44 355 P&A
Colonial Bank 14 Aug 2009 931 5.82 32.26 25,455 P&A
Silicon Valley Bank 7 Mar 2023 837 5.23 37.49 209,026 P&A
Hillcrest Bank 22 Oct 2010 580 3.63 41.12 1,584 P&A
United Commercial Bank 6 Nov 2009 576 3.60 44.72 10,895 P&A
Advanta Bank Corp. 19 Mar 2010 519 3.24 47.96 1,526 PO
Washington Mutual Bank 25 Sep 2008 514 3.21 51.18 307,022 P&A
First Community Bank 28 Jan 2011 470 2.94 54.12 2,188 P&A
Community National Bank 17 Dec 2010 404 2.53 56.64 32 P&A
Mirae Bank 26 Jun 2009 297 1.86 58.50 481 P&A
Bankfirst 17 Jul 2009 268 1.68 60.18 211 P&A
Main Street Bank 10 Oct 2008 263 1.64 61.82 112 P&A
California National Bank 30 Oct 2009 249 1.56 63.38 7,781 P&A
Guaranty Bank 5 May 2017 243 1.52 64.90 1,032 P&A
Western National Bank 16 Dec 2011 225 1.41 66.30 163 P&A
Texas Community Bank 13 Dec 2013 225 1.41 67.71 159 P&A
Irwin Union Bank And Trust 18 Sep 2009 204 1.28 68.98 2,840 P&A
San Diego National Bank 30 Oct 2009 201 1.26 70.24 3,595 P&A
First Southern Bank 17 Dec 2010 192 1.20 71.44 192 P&A
Fidelity Bank 30 Mar 2012 162 1.01 72.45 818 P&A
First Commercial Bank FL 7 Jan 2011 152 0.95 73.40 579 P&A
1St Centennial Bank 23 Jan 2009 147 0.92 74.32 798 P&A
First National Bank CF 29 Apr 2011 128 0.80 75.12 342 P&A
Independent National Bank 20 Aug 2010 128 0.80 75.92 156 P&A

Note: Resolution Type: P&A: Purchase and Assumption, PO: Payout
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A Data appendix

A.1 Linking UCC filings to Orbis bank records

Since the UCC filing data does not contain an creditor identifier with which to match the

lender on the form to our bank-level data, we implement a matching procedure based on name

similarity and location. As a first step, we parse the 495,164 unique lender names in our dataset

using OpenAI’s GPT4o LLM to extract for each lender name string a “commonly referrered to”

name. For example the raw string “’(1) FIRST NATIONAL BANK OF GILMER, MAIN BRANCH

LOCATION” is parsed to “First National Bank of Gilmer”. This step helps standardize the creditor

names in the UCC text corpus, which improves matching quality when linking these data to our

Orbis bank-level data.

As a next step, we create vector embeddings for each of the unique creditor names (post-parse)

in our UCC dataset using the OpenAI large3 embedding model with dimension 3,072. We then

use these vector embeddings to train a Facebook AI Similarly Search (FAISS) index. FAISS is a

set of tools developed by the Fundamental AI Research group at Meta (formerly Facebook) for

efficient similarity search and clustering of dense vectors. It is particularly useful for large-scale

nearest-neighbor searches in high-dimensional spaces, enabling very fast lookups of similar

embeddings.34

We then also embed the 27,603 unique bank names in our bank-level data using the same large3
embedding model to ensure consistency in the vector space. Once both datasets—UCC creditor

names and bank names—are embedded, we use the FAISS index to perform approximate nearest-

neighbor searches, identifying the closest matches between the creditor names in the UCC data

and the bank names in the Orbis data. We only keep nearest neighbors with a cosine similarity

of 0.8 or more.

Once we have established nearest-neighbor clusters between UCC creditors and Orbis bank

names based on their vector embeddings, we enhance these candidate matches by merging in

additional information. Specifically, we obtain branch-level addresses for 171,370 branches of

banking organizations operating in the US. These data are obtained from the National Infor-

mation Center (NIC) which is a repository of financial data collected by the Federal Reserve.

The branch-level address data goes back to the 1970s. We enrich our candidate matches with

branch level information so that for every candidate match we know whether the Orbis bank in

the candidate match has ever had a bank branch in the same state, county, or ZIP code as the

34For more information on FAISS, see https://github.com/facebookresearch/faiss.
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lender listed on the UCC form. We also include a count of the number of banks with the same

bank name in the Orbis dataset. For example, only one bank (as defined by having a unique

Bureau van Dijk identifier) is called “Rockwood Bank”, whereas 17 banks in the Orbis data share

the name “First State Bank". This information captures the distinctiveness of each bank name,

which is an important piece of information when training our matching model as described

below. The resulting dataset contains 310 million candidate matches.

To develop our matching algorithm, we manually label 1,100 candidate matches to create a

training set for a machine learning model. Using this labeled data, we estimate a LASSO logistic

regression model that predicts the probability of a true match between a UCC filing and an Orbis

bank. The model’s covariates are the cosine similarity of the names, whether the bank has ever

had a branch in the state, county, or ZIP code as the lender listed on the UCC filing, and our proxy

for name uniqueness as well as transformations—such as natural logs, standardization, squares,

and interaction terms—for a total of 88 possible covariates. The LASSO method simultaneously

selects relevant predictors and applies regularization, effectively reducing the coefficients of less

influential predictors to zero. This approach aims to strike an optimal balance between model

parsimony and predictive power. We use 5-fold cross-validation to determine the optimal C

parameter for the LASSO regression, where C controls the strength of the regularization.

To further refine our model, we implement an active learning strategy using uncertainty-based

sampling. This iterative process involves manually labeling the model’s most uncertain predic-

tions, allowing us to efficiently enhance its performance. The outcome is a matching model that

estimates the likelihood of a match between a creditor listed in a UCC filing and a bank in our

bank-level data. We then apply this model to predict match probabilities for our 310 million

candidate matches. Figure 13 visualizes the estimated matching model’s performance across a

variety of metrics.

In a final step, we select for each UCC filing in our candidate match dataset the Orbis bank match

with the highest predicted match probability and drop any matches with a predicted match

probability less than 80%.

This process allows us to match 4,962,762 unique filings to 7,467 unique banks. Our entire corpus

of filings in which a lender is listed consists of approximately 24M filings of which approximately

20M filings are made with lenders that are classed as “organizations”’—as opposed to natural

persons. Gopal and Schnabl (2022) estimate that about 50% of lenders to small businesses are

banks—as opposed to alternative lenders such as captive finance companies, FinTech companies,

etc.—which suggests that about 10M of our filings are made by banks and that our match rate of

UCC filings to the Orbis banks dataset is close to 50%.
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Figure 13: Performance Metrics for Record Linking Model (UCC to Orbis)

Note: This figure presents three key visualizations for the Record Linking Model (UCC to Orbis). (A) The top panel
shows how Precision (burgundy solid line), Recall (blue-green dashed line), and F1 Score (black dashed-dotted line)
change with varying classification thresholds. Precision is the probability that a match classified by the model is
a true match, and recall is the probability that a true match is classified as a match by the model. The F1 score is
the harmonic mean of precision and recall. (B) The middle panel displays the False Positive Rate (FPR, blue-green
dashed line) and False Negative Rate (FNR, black dashed-dotted line) across different classification thresholds. The
FPR is the fraction of records that are truly not a match but are classified as a match by the model. The FNR is the
fraction of records that are truly a match but are classified as not a match by the model. (C) The bottom panel shows
the Receiver Operating Characteristic (ROC) curve (burgundy line) for the model evaluated on the test set, with the
gray dashed line representing a random classifier (AUC = 0.5). The Area Under the Curve (AUC) value is indicated to
reflect the model’s discriminative power.
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Table 7: Summary Statistics for UCC Filings Matched to Banks

Statistic Value
Number of unique filings 4,962,762
Number of unique banks 7,467
Cosine Similarity

Average 0.98
Median 1.00
10th percentile 0.94
90th percentile 1.00

Match Probability
Average 0.97
Median 0.99
10th percentile 0.94
90th percentile 0.99

Fraction with state match 1.00
Fraction with county match 0.89
Fraction with zip match 0.61

Note: This table presents summary statistics for UCC filings matched to banks. Cosine similarity and match
probability statistics are based on the matching algorithm used.
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A.2 Validation of UCC Filings Data Using CRA Small Business Loans Data

This section discusses the data validation exercise we conduct by comparing our loan-level UCC

data to census-tract level lending data contained in the Community Reinvestment Act (CRA)

dataset. The purpose of this exercise is to verify the extend to which UCC filings reflect small

business lending.

The CRA, enacted by Congress in 1977, aims to encourage depository institutions to meet

the credit needs of all segments of their communities, including low- and moderate-income

neighborhoods. Under the CRA, banks with assets exceeding a specified threshold are required to

report detailed information on their small business lending activities. The CRA data is considered

a reliable and comprehensive source of information on small business loans, as it includes the

number and dollar amount of loans originated, categorized by loan size and geographic location

at the census tract level.

We obtain the CRA data from the Federal Financial Institutions Examination Council (FFIEC) for

the years 2000 through 2022. The dataset includes information on:

• Number of loan originations.

• Total dollar amount of loans.

• Loan size categories (loans up to $100,000; $100,001 to $250,000; and $250,001 to $1,000,000).

• Geographic identifiers, including census tract, county, and state.

We filter the data to include only loan originations within our five UCC states. The data were

then aggregated at the census tract-year level to create a panel dataset suitable for comparison

with the UCC filings data.

From our collected UCC data, we extract the following relevant information:

• Filing date.

• Debtor’s name and address.

• Secured party’s (creditor’s) name and address.

• Type of filing (e.g., initial financing statement, amendment, continuation).
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We then geocode the addresses using the UC Census Bureau geocoding API to obtain geographic

identifiers for each debtor, in particular for their census tract. Similar to the CRA data, we

aggregate the UCC filings at the census tract-year level.

To compare the UCC filings count data against loan origination in the CRA data, we examin the

correlation between the number of UCC filings and the number of CRA-reported small business

loan origination at the census tract-year level. Figure 14 shows a binscatter of the log of UCC

filing counts vs the log of CRA loan originations below $100,000 at the census tract-year level.

Figure 14: Binscatter Plot of UCC Filing Count vs CRA Originations

Note: This figure uses the binscatter technique to visualize the relationship between UCC filing counts and CRA loan
originations at the census tract-year level. The binscatter method partitions the data into equal-sized bins based
on the independent variable and plots the mean of the dependent variable within each bin. This non-parametric
approach reveals the underlying relationship without imposing a specific functional form.

We performed regression analysis to quantify the relationship between UCC filings and CRA loan

originations. The primary regression model is specified as:
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ln(UCC Filingsi ct ) =β0 +β1 ln(CRA Loansi ct )+γc +δt +εi ct (8)

where ln(UCC Filingsi ct ) represents the natural logarithm of the count of UCC filings in census

tract i , county c , year t . The term ln(CRA Loansi ct ) denotes the natural logarithm of the count of

CRA-reported small business loan originations in the same census tract and year. We include γc

to represent county fixed effects, which control for unobserved, time-invariant heterogeneity

at the county level. Similarly, δt represents year fixed effects, accounting for temporal shocks

common to all counties. Finally, εi ct is the error term.

The results of the regression analysis are presented in Table 8. The model includes county and

year fixed effects, and standard errors are clustered at the county level to account for potential

serial correlation within counties over time.

Table 8: Regression Results: Log UCC Filings on Log CRA Loan Originations

Coefficient
(Standard Error)

ln(CRA Loansi ct ) 0.795∗∗∗

(0.005)

County Fixed Effects Yes
Year Fixed Effects Yes

Observations 325,040
R-squared 0.546
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: This table presents results from a regression analyzing the relationship between UCC filings and CRA loan
originations. The dependent variable is the natural logarithm of UCC filings. The independent variable is the natural
logarithm of CRA-reported small business loan originations. The regression includes county and year fixed effects.
Robust standard errors, clustered at the county level, are reported in parentheses.

The coefficient on is 0.795 and is statistically significant at the 1% level. This indicates that

a one percent increase in CRA-reported small business loan originations is associated with

approximately a 0.8 percent increase in UCC filings, holding county and year effects constant.

The R-squared value of 0.546 suggests that over half of the variation in UCC filings is explained

by the model.

The observed positive correlation between UCC filings and CRA-reported small business loan

originations—in addition to the institutional background of UCC filings discussed in the body of

the paper—suggests that UCC loan filings are very likely to reflect small business lending.
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A.3 Comparison with other US loan-level datasets

Studying the firm-bank relationships of very small firms in the US has traditionally been difficult

because of lacking loan-level data for smaller businesses. While other countries maintain

national credit registers which can be used to study firm-bank relationships of smaller firms, no

such credit register exists in the US.35.

The often-used Dealscan dataset predominantly covers syndicated loans, which are loans in-

volving multiple participating banks and typically extended to larger, more maturel, and more

sophisticated borrowers. The average firm in Dealscan borrows nearly $300 million per loan and

employs nearly 3,000 employees (see e.g. Chodorow-Reich (2014)).

The Shared National Credit (SNC) progam operated jointly by the FDIC, the Federal Reserve, and

the Office of the Comptroller of the Currency (OCC) is also not suitable for studying the impact

of financial shocks on smaller firms. The SNC dataset exclusively covers large syndicated loans

and the average loan commitment in the SNC is $189 million, with the average borrower having

$3.5 billion in assets (Mian and Santos 2018). In a similar vein, regulatory data on loans collected

by the Federal Reserve’s Capital Assessments and Stress Testing information collection exercise

(FR Y-14) only contains data on loans over $1 million made by bank holding companies with over

$100 billion in assets. The median firm in this dataset has $21.5 million in assets, again meaning

that small business lending is not covered (Greenwald, et al. 2023). Table 9 provides an overview

of the three US loan-level datasets discussed above.

Table 9: Comparison of US loan-level datasets

Dataset Focus Average Loan/Firm Size

Dealscan Syndicated loans $300M / 3,000 employees
Shared National Credit (SNC) Large syndicated loans $189M loan / $3.5B assets
FR Y-14 Loans >$1M Median $21.5M assets

35See Berton, et al. (2018) or Bentolila, Jansen, and Jiménez (2018) for examples of studies that leverage such credit
registers in Italy and Spain respectively.
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A.4 UCC Filing Matching Rate to Active D&B Firms

Figure 15: Fraction of UCC Filings Matching to Active D&B Firms by Time Margin

Note: This figure shows the fraction of UCC filings that match to firms active in the D&B database as the time margin
for matching is expanded. The analysis verifies that exit from the D&B database indicates operational cessation
and validates the UCC filing-to-firm matching procedure. The x-axis represents the time margin in years, allowing
matches before a firm’s entry or after its exit from the database. The y-axis shows the percentage of UCC filings that
match to active firms. At margin 0, 77.4% of filings match firms active in the exact year of filing, increasing to 84.0%
when allowing matches within a 1-year margin, suggesting high consistency between UCC filings and firm activity
records in the D&B database.
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B Event study analysis

To complement the DiD estimates presented in Figure 3, we conduct an event study of firm

survival around the failure year of the bank using the following equation:

yi th = ∑
j 6=−1

ζh
1{h = j }+γXi t +νi th (9)

where yi th is a binary variable indicating whether the firm is operational, 1{h = j } represents an

event time dummy for time horizon h, Xi t is a set of controls, and νi th is an error term.

We control for the same set of variables as in our headline DiD regressions, namely county-by-

year-by-industry fixed effects, firm age, and firm age squared. To include never-treated firms in

the analysis, we assign them placebo “failure years" randomly drawn from the distribution of

actual failure years observed among treated firms.

Figure 16: Event Study of Firm Survival Rates

Note: This figure presents the event study results for firm survival rates. The x-axis shows event time relative to
bank failure (or placebo failure for never-treated firms), with 0 representing the failure year. The y-axis displays
the estimated coefficients, representing the difference in survival probability between treated and control firms.
Shaded areas indicate 95% confidence intervals. The vertical dashed line at t=-1 marks the pre-treatment period.

Figure 16 presents the results of this event study. Prior to bank failure (event time < 0), both

treated and control firms exhibit similar, flat trends in survival rates. The lack of pre-failure
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decline in survival rates among treated firms suggests that at least at the annual level and for this

particular observable, firms did not begin to cease operating at increased rates prior to the bank

failure.

After the bank failure (event time 0), the survival rates of treated firms show a negative trend

compared to control firms, which maintain a flat trend. This divergence continues and widens

over several years post-failure. The flat trend for control firms persists across the entire period,

including after their assigned placebo failure dates.
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C Switching analysis

Figure 17: Likelihood of switching to a healthy bank prior to bank failure

Note: This figure displays the estimated probability of a firm switching its credit relationship to a healthy bank
in the years leading up to the failure of its original bank. The x-axis represents the number of years before bank
failure, with 0 being the year of failure. The y-axis shows the change in probability of switching compared to the
baseline year (Year 0). A positive value indicates an increased likelihood of switching to a healthy bank compared
to the year of failure. For example, a value of 0.1 at Year -5 would mean that firms were 10 percentage points
more likely to switch to a healthy bank five years before their original bank’s failure compared to the year of failure.
The shaded area represents the 95% confidence interval around the point estimates. The regression includes
county-by-year-by-industry fixed effects and clusters standard errors at the firm and year level. The sample includes
all firms that had a relationship with a bank that eventually failed. See Table 10 for detailed regression results.
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Table 10: Likelihood of switching to a healthy bank prior to bank failure

Estimate Confidence Interval

Year -10 0.013* (0.002, 0.024)

Year -9 0.011* (0.001, 0.020)

Year -8 0.008 (-0.001, 0.017)

Year -7 0.007 (-0.002, 0.015)

Year -6 0.008* (0.001, 0.015)

Year -5 0.004 (-0.004, 0.012)

Year -4 0.001 (-0.009, 0.011)

Year -3 0.001 (-0.010, 0.012)

Year -2 0.005 (-0.004, 0.013)

Year -1 0.002 (-0.002, 0.007)

Year 0 (Omitted) 0.000 (0.000)

Fixed effect controls: county × year × industry
SE clustering: firm + year
N 210,814
Firms 17,083

Standard errors in parentheses: ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: This table presents results from a regression analyzing the likelihood of firms switching their credit relation-
ships to healthy banks prior to their original bank’s failure. The dependent variable is a binary indicator of whether
a firm has switched to a healthy bank. Independent variables are event time dummies representing years until
bank failure. The sample includes all firms that had a relationship with a bank that eventually failed. We include
county-by-year-by-industry fixed effects, consistent with our main regressions on firm survival and employment
outcomes. See Figure 17 for a plot of these estimates.
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D Appendix Figures

Figure D.1: FDIC Bank Failures and Assistance Transactions

Note: This figure illustrates the number of FDIC-insured bank failures and assistance transactions from 1934 to 2024.
The teal bars represent bank failures, while the maroon bars indicate assistance transactions. Notable peaks in bank
failures are observed in the late 1930s (likely due to the Great Depression aftermath), the late 1980s to early 1990s
(corresponding to the Savings and Loan Crisis), and around 2008-2010 (coinciding with the Global Financial Crisis).
Assistance transactions, which were more common in the 1980s, have become less frequent in recent decades.
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Figure D.2: Uninsured Deposits as a Share of Total Domestic Deposits (1990-
2025)

Note: This figure shows the percentage of uninsured domestic deposits in the US banking system from 1990 to 2025.
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Figure D.3: Effect of Bank Failure on Firm-Level Survival Rates (by industry)

Note: This figure shows estimates of the effect of bank failures on firm survival rates across the 16 largest two-digit
SIC industries, sorted by number of firms in our dataset. Each panel presents regression coefficients and 95%
confidence intervals from a local projection staggered treatment DiD specification comparing firms whose bank
fails (treated) to control firms (consisting of not-yet-treated firms and never-treated firms). The x-axis shows
event time in years, where 0 marks the year of bank failure. The y-axis shows the effect on firm survival rates in
percentage points. All specifications include firm age, firm age squared, and firm size (as proxied by employees)
as controls, along with county-by-year fixed effects. The coefficients are estimated relative to event time -1. The
shaded areas represent 95% confidence intervals based on standard errors clustered at the firm and year levels.
Industry classifications follow the Standard Industrial Classification (SIC) system, with industry names and codes
shown in each panel’s title.
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Figure D.4: Pooled Average Treatment Effects on the Treated (ATT) of Bank
Failure on Firm-Level Survival Rates (by industry)

Note: This figure shows the average treatment effect on the treated (ATT) of bank failures on firm survival rates
across the 16 largest two-digit SIC industries, sorted by number of firms in our dataset. The estimates reflect the
pooled average effect across all post-treatment periods from a staggered treatment DiD specification comparing
firms whose bank fails (treated) to control firms (consisting of not-yet-treated firms and never-treated firms). The
x-axis shows the estimated effect on survival rates in percentage points. Each dot represents the point estimate for a
specific industry, with horizontal bars indicating 95% confidence intervals based on standard errors clustered at the
firm and year levels. All specifications include firm age, firm age squared, and firm size (as proxied by employees) as
controls, along with county-by-year fixed effects. Industry classifications follow the Standard Industrial Classification
(SIC) system, with industry codes shown in parentheses. The vertical dashed line at zero provides a reference for
interpreting effect sizes.
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